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ABSTRACT: Organic (opto)electronic materials have received considerable attention
due to their applications in thin-film-transistors, light-emitting diodes, solar cells,
sensors, photorefractive devices, and many others. The technological promises include
low cost of these materials and the possibility of their room-temperature deposition
from solution on large-area and/or flexible substrates. The article reviews the current
understanding of the physical mechanisms that determine the (opto)electronic
properties of high-performance organic materials. The focus of the review is on
photoinduced processes and on electronic properties important for optoelectronic
applications relying on charge carrier photogeneration. Additionally, it highlights the
capabilities of various experimental techniques for characterization of these materials, summarizes top-of-the-line device
performance, and outlines recent trends in the further development of the field. The properties of materials based both on small
molecules and on conjugated polymers are considered, and their applications in organic solar cells, photodetectors, and
photorefractive devices are discussed.
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1. INTRODUCTION

Organic optoelectronic materials (for example anthracene)
have been known for almost a century, as the first studies of
their optical and electronic properties have been reported in the
1910s.1 In the 1960s and 1970s, interest in such materials was
intensified by the discovery of electroluminescence in molecular
crystals and of conducting polymers.2 However, a real surge of
interest in the field of organic (opto)electronics occurred
during the past 20 years, due to major improvements in
material design and purification that led to a significant boost in
the materials performance. Currently, organic materials receive
considerable attention due to their applications in electronic
and optoelectronic devices, such as organic thin-film-transistors,
light-emitting diodes (OLEDs), solar cells, sensors, photo-
refractive (PR) devices, and many others. Of particular
technological interest are low-cost solution-processable thin
films that can be deposited on large areas and/or flexible
substrates.
There are two major classes of organic semiconductors that

are discussed in this review: small-molecular-weight materials
and photoconductive polymers with advanced (opto)electronic
performance. Small-molecular-weight semiconductors are
attractive because they can be efficiently purified, and their
ability to form ordered structures has enabled high charge
carrier mobilities. They have also served as model systems for a
broad variety of fundamental studies of exciton and charge
carrier dynamics. On the other hand, polymers are advanta-
geous for large-area device fabrication; they have enabled not
only high-performance single-component devices (such as
polymer TFTs), but also devices that utilize blends of various
components performing different functionalities, such as bulk
heterojunction (BHJ) solar cells, PR devices, and small
molecule:polymer-based TFTs. Recent advances in polymer
design, synthesis, and processing enabled remarkable progress
in polymer-based device performance, as discussed in this
review.
The field of organic (opto)electronics has experienced a

significant growth in the past 10 years, with more than 2,800
papers published on the subject in the year 2015. Table S1
provides a summary of selected recent review articles, tutorials,
and perspectives focused on a specific topic in the field; these
articles should be consulted for an in-depth analysis of a
particular area within the field. The table reflects the high level
of interest that organic (opto)electronics generated in the
scientific community around the world. Additionally, a number

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13280

http://pubs.acs.org/doi/suppl/10.1021/acs.chemrev.6b00127/suppl_file/cr6b00127_si_001.pdf
http://dx.doi.org/10.1021/acs.chemrev.6b00127


of recent books covering various aspects of physics of organic
semiconductors, characterization, materials design, and device
performance are available and should be referred to for
background material.2−6

The goal of this review is to provide a balanced assessment of
the current understanding of the physical mechanisms that
determine the optoelectronic properties of high-performance
organic materials, to highlight the capabilities of various
experimental techniques for characterization of these materials,
to summarize top-of-the-line device performance, and to
outline recent trends (since 2011, unless stated otherwise) in
the further development of the field, as of June 2016. The focus
of the review is on photoinduced processes and on electronic
properties important for optoelectronic applications relying on
charge carrier photogeneration. Therefore, detailed discussions
of electronic applications (e.g., OFETs or spintronic devices)
and of optoelectronic applications that do not rely on
photoinduced charge generation (e.g., OLEDs), as well as
photonic applications (e.g., those based on exciton-photon
coupling in microcavities),7−10 are beyond the scope of the
review. Review papers on these subjects are available, and
references to selected reviews are included in Table S1.
Nevertheless, discussions of high-mobility materials (Sections
4.2, 9.1, 9.2, and 10) and of materials featuring particular
photophysical processes (such as TADF materials, Sections 2.7
and 11.4, or J-aggregates, Section 2.4), as well as an overview of
experimental methods and insights they enable (Section 7)
could be useful for researchers working in these areas. Also
beyond the scope of this review are efforts toward development
of perovskites, graphene-based materials, and organic−
inorganic hybrids whose optoelectronic response relies on
plasmonic interactions. Even within the scope limitations, in
spite of my best effort, there will surely be important articles
that I neglect to cite; I apologize for this in advance.
One of the motivations behind contributing this review is to

enhance cross-pollination across different areas of organic
optoelectronics by creating a relatively compact resource
outlining the most promising research efforts, points of
controversy, effective solutions, and branching-out endeavors
in various areas. Each of the pursuits discussed is then
thoroughly referenced, encouraging the reader to seek further
details in more focused reviews and representative case studies.
The structure of the paper is as follows. Sections 2−6 review

the physical mechanisms behind exciton dynamics and charge
carrier photogeneration and transport in high-performance
materials and provide examples of experimental evidence
pertaining to such mechanisms. Section 7 reviews various
experimental techniques developed for characterization of

materials with a focus on photophysics and photoconductivity,
illustrated by key insights that had been enabled by these
techniques. Section 8 provides examples of cross-cutting studies
of exciton and charge carrier dynamics that highlight the
complexity of and connections between processes contributing
to optoelectronic properties on various time and spatial scales.
Section 9 briefly summarizes the best-performing organic
optoelectronic materials, as well as outlining new pursuits in
materials development. Abbreviated names of all the com-
pounds are used throughout the paper; the full names of these
compounds can be found in the List of Abbreviations. In
describing donor (D)−acceptor (A) materials, the notations
D:A and D/A refer to donor−acceptor blends (bulk
heterojunctions) and planar heterojunctions, respectively.
Section 10 highlights selected innovative approaches enabling
systematic studies of structure−property relationships and
advances in thin-film fabrication and processing. Section 11
summarizes selected applications and highlights best-perform-
ing devices, and Section 12 concludes, with challenges
summarized and outlook provided.

2. EXCITON PHYSICS
The fundamentals of exciton physics in organic semiconductors
can be found in books.1,2,4 Recent comprehensive reviews of
various aspects of exciton dynamics and their theoretical
descriptions are also available (Table S1).11−24 In this section, a
brief background providing context for current research
endeavors is provided, along with examples of recent results,
which are then used in follow-up discussions throughout the
review.
2.1. Optical Properties of Molecules

Organic molecular solids are composed of molecules that are
weakly bonded by van der Waals forces. Because of the weak
bonding, the properties of individual molecules are retained in a
solid to a much greater extent compared to those of inorganic
materials. Therefore, in order to understand the optical
properties of an organic solid, it is important to understand
the properties of the molecules themselves. The wave function
describing the properties of the molecule ψ is a function of both
the electronic variables (r) and nuclear variables (R). Since
organic compounds involve complicated multielectron mole-
cules, exact analytical solution of the Schrödinger equation is
not feasible, and approximations must be used. One of the
commonly used approximations is the adiabatic Born−
Oppenheimer approximation, which assumes that large differ-
ences between electron and nuclear masses lead to instanta-
neous response of the electrons to any configurational change
of nuclei. With this approximation, the total wave function (ψ)

Figure 1. Absorption and PL spectra of functionalized pentacene (F8 R-Pn), hexacene (F8 R-Hex), anthradithiophene (diF R-ADT and diCN R-
ADT), and indenofluorene (R-IF) derivatives in toluene. Adapted from ref 37. Copyright 2012 American Chemical Society.
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is a product of the electronic (ψe) and nuclear (ψN) wave
functions, and ψe (ri, Rk) (where indices i and k correspond to
the ith electron and kth nucleus) is calculated using the
instantaneous nuclear positions Rk as parameters. This
approximation typically works well for rigid molecules (e.g.,
acene or acene-thiophene derivatives) and will be assumed to
be valid in the discussion of optical absorption and fluorescence
properties below. However, its applicability to other systems,
such as electronically excited molecular aggregates, has been
questioned, and the separability of the electronic and nuclear
wave functions depends on the strength of the electronic
coupling, as detailed in a tutorial review by Chenu and
Scholes.25

2.1.1. Optical Absorption. Optical absorption spectra of
molecules often reflect coupling between the electronic
excitation (exciton) and vibrational modes of the molecule
(Figure 1), for example C−C stretching modes or C−H
wagging modes of the benzene ring. The intensity of the
absorption line is determined by the overlap of vibrational wave
functions (Franck−Condon overlap integral). If the vibrational
energy is considerably higher than the thermal energy (i.e., ℏωm
≫ kBT), the probability of the transition from the zeroth
vibrational level of the ground state to the mth vibrational level
of an ith vibrational mode of the excited state is described by
the Poisson distribution in the form2

=
!−

−I
S
m

em
i
m

i

S
0 i

i
i

(1)

where Si is the Huang−Rhys parameter for the ith vibrational
mode given by
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This expression assumes that the oscillation is treated as a
harmonic oscillator with a reduced mass Mi, frequency ωmi

, and
the change in equilibrium coordinate ΔQi. The intensity
distribution between the vibronic bands of eq 1 depends on the
change in a nuclear arrangement (ΔQi in eq 2) upon excitation.
If no nuclear configurational change occurs (i.e., ΔQi = 0), only
a 0 → 0 transition occurs. At ΔQi ≠ 0, the higher the Huang−
Rhys parameter Si is, the more intense are transitions to higher
vibrational levels (e.g., 0 → n, n ≥ 1) as compared to 0 → 0.
The Huang−Rhys parameter is related to the reorganization
energy λ (which plays a significant role in charge transport,
Section 4.1) by λ = ∑iSiℏωi.
In the presence of several vibrational modes i, the normalized

absorption spectrum is described by the following Franck−
Condon expression2
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Here n is the refractive index at the transition energy ℏω,
ℏω0 is the energy of the 0 → 0 transition, and δ is the Delta-
function. The summation is over mi = 0, 1, 2, ..., corresponding
to vibrational levels with energy ℏωmi.. When a single
vibrational mode dominates, i = 1, and the equation simplifies.
For many organic semiconductor molecules, optical absorption
spectra can be described by the vibronic progression of eq 1
due to a single “effective” mode at ∼0.16−0.18 eV (which may
represent a cluster of ring breathing/vinyl stretching modes),26

with dominant 0 → 0 transition and S ≤ 1.26−28 However,
assignment of specific vibrational modes that couple to the
electronic excitation is not straightforward based on optical
spectra, which necessitates the development of new exper-
imental methodologies for this task, such as high-resolution
photoelectron momentum mapping.29

The parameter Γ in eq 3 is a function describing the line
shape, typically Gaussian, Lorentzian, or a combination of both.
In the case of the Gaussian line shape,

σ π
ω ω σΓ = − ℏ − ℏ1

2
exp( ( ) /2 )0

2 2

(4)

where σ is a measure of the line width. The origin of the
inhomogeneous line broadening σ in organic semiconductors
has been extensively studied, as it provides information on the
energetic disorder. For example, in PPV and PPP oligomers,
analysis of temperature-dependent spectra of solutions and
films revealed that the line broadening is due to the interchain
(polarization-induced) and intrachain (torsion-induced) dis-
order, with the former dominating in films.30

2.1.2. Fluorescence and Phosphorescence. After a
molecule has absorbed an incident photon, it can relax back
to the ground state by radiative and nonradiative processes. The
nonradiative processes include energy dissipation as heat,
collisions, molecular conformational changes, etc. The radiative
ones include fluorescence (e.g., S1 → S0), phosphorescence
(e.g. T1 → S0), delayed fluorescence (e.g., S1 → T1 → S1 → S0),
etc. Fluorescence is typically preceded by internal conversion
(i.e., relaxation within the states with the same spin multiplicity,
such as Sn → S1) that occurs on subpicosecond time-scales,
whereas phosphorescence involves either intersystem crossing
(S1 → T1) or singlet fission (S0 + S1 → T1 + T1). Since the
internal conversion (IC) is a very fast process, fluorescence
emission typically occurs from the lowest vibrational state of
the excited electronic state (Kasha’s rule), and the S1 → S0
emission spectrum is a mirror image of the absorption spectrum
(Figure 1). Measurements of the S1 → S0 emission spectrum
allow one to probe the vibronic structure of the ground state S0,
with the photoluminescence (PL) emission described by eq 5,
where all parameters are the same as in those in eq 3.2

∑ ∏ ∑ω ω ω δ ω ω ωℏ = ℏ ℏ
!
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m i
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3
0

i
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(5)

Analysis of temperature-dependent PL spectra using eq 5 has
been used, for example, to quantify aggregation properties of
small molecules and polymer chains (Section 2.4).28,31 The key
parameters characterizing photon emission are the radiative
lifetime (τr) and quantum yield (Φf and Φp in the case of
fluorescence and phosphorescence, respectively). The radiative
lifetime of an excited electronic state (τrad) is defined as the
reciprocal of the radiative transition probability τrad = 1/∑nA0n,
where A0n is the Einstein coefficient describing spontaneous
emission from the lowest vibrational state (0) of the excited
electronic state to the nth vibrational level of the ground state.
The actual excited-state lifetime (τ), however, also depends on
the nonradiative transition probability, and in a simple
description is given by

τ = + +k k k1/( )rad ISC nr (6)

where krad is the reciprocal of τrad, kISC is a rate constant
describing intersystem crossing, and knr is a rate constant
describing nonradiative transitions from the excited to the
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ground state. The temperature dependence of the ISC and of
the nonradiative rate in the form kISC, nr = k1 + k2 exp(−Ea/kBT)
(where Ea is the activation energy and k1, k2 are constants) has
been utilized in, for example, obtaining the singlet−triplet
energy splitting32 and quantifying exciton diffusion,28,33

respectively, in various organic films. Temperature-dependent
radiative rates (krad) have provided a measure for exciton
coherence in, for example, Tc aggregates.34

The quantum yield (QY) of fluorescence from a particular
state is given by

τ τΦ = Φ*( / )f rad (7)

where Φ* is the efficiency of forming of that state, which can
usually be assumed to be close to unity. Another parameter of
interest, which quantifies the molecule photostability, is the
photobleaching QY, ΦB, which is the probability of photo-
bleaching upon absorption of a photon (thus, low values of ΦB
are desirable). For example, the best fluorophores for single-
molecule fluorescence spectroscopy (Section 7.2.4) exhibit
photobleaching QYs on the order of ∼10−7 or lower. Table 1
shows fluorescence and photobleaching QYs (Φf and ΦB),
along with other parameters obtained from several function-
alized ADT and Pn derivatives. These materials have served as
model systems in many physical studies and have been utilized
in (opto)electronic devices (Section 9.1). Additionally, many of
these molecules are sufficiently fluorescent and photostable to
be imaged on the single-molecule level at room temperature
and have been employed as single-molecule fluorophores in
SMFS.35

2.2. Exciton Dynamics in Crystalline Materials

The simplest approach to describe optical excitation of
crystalline organic materials is to consider a linear array of N
identical molecules i (i = 1, ..., N) coupled via electrostatic
interaction Vij, so that the Hamiltonian describing the system
is2

∑ ∑= + Δ +
= =

≠

H H H V( )
1
2i

N

i i
i j

i j

N

ij
1 , 1

(8)

where Hi is the Hamiltonian of an individual molecule and ΔHi
reflects molecule-to-molecule variation due to static and
dynamic disorder. The wave function for the ground state

can be approximated by the product of the individual wave
functions ψi0 so that ΨGS = AΠi = 1

N ψi0, where A is the
antisymmetrization operator. The excited state wave function
can be presented as

∑Ψ = Ψ
=

cE
j

N

j jE
1 (9)

where cj are coefficients (obtained by solving the Schrödinger
equation using the variational principle) and, in the case of local
excitation (Frenkel exciton, FE), the wave function ΨjE is given
by

∏ψ ψΨ =
=
≠

FE( )jE j
i
i j

N

i
1

0

(10)

which represents the coupled array of the excited molecule j
and N − 1 molecules in the ground state. (Although Frenkel
excitons comprise neutral states, they can have wave functions
delocalized over N sites.12)
The electrostatic interaction Vij gives rise to overall energy

shifts of the ground-state energy DGS = ⟨ΨGS|(1/2)Vij|ΨGS⟩
(gas-to-crystal shift) and excited state energy DE = ⟨ΨjE|(1/2)
Vij|ΨjE⟩ of the molecular assembly as compared to energies of
noninteracting molecules. Additionally, splitting of energy
levels occurs to yield N transition energies: E = Ej + ΔD +
2J0 cos(ka), where Ej is the excitation energy of the
noninteracting molecule, ΔD = DGS − DE, a is the distance
between nearest neighbors, and k = 0, ±2π/Na, ..., ±π/a
(which assumes that the linear array of molecules has periodic
boundary conditions). The parameter J0 quantifies the
interaction energy (resonance energy) between neighboring
molecules (i.e., i and j), and it is given by J0 = ⟨ΨjE|(1/2)
Vij|ΨiE⟩. Therefore, N coupled molecules form a band of excited
states (Frenkel exciton states) with a bandwidth W of 4 J0. (In
the case of the dimer, N = 2, the splitting between the two
excited states is 2 J0, with the factor of 2 difference from other
values of N due to interactions with only one, as opposed to
two, neighboring molecule.2) The selection rule for the
excitation of this crystalline array comes from the momentum
conservation, which requires that the photon with wavelength λ
can only excite the excitonic state with wave vector k = 2π/λ.
Given that the wavelength λ is several orders of magnitude

Table 1. Electrochemical and Photophysical Properties of Selected Molecules

Molecule HOMOa (eV) LUMOa (eV) Egap
b (eV) λabs

c (nm) λem
c (nm) Eopt.gap

d (eV) Φf
c τf

c (ns) ΦB,
e 10‑6 Ntot,

f 105

diF TES-ADT −5.35 −3.05 2.30 525 532 2.33 0.7 9.4 1.1 ± 0.2 8.2
diCN TIPS-ADT −5.55 −3.49 2.06 582 590 2.11 0.76 12.7 2.5 ± 0.5 3.6
TIPS-Pn −5.16 −3.35 1.81 643 650 1.91 0.75 11.8 10 ± 1
F8 TIPS-Pn −5.55 −3.6 1.95 632 644 1.94 0.6 9.4 1.9 ± 0.5 4.2
F8 TCHS-Pn −5.55 −3.59 1.94 635 644 1.93 0.61 8.7 1.0 ± 0.2 8.2
F8 TCHS-Hex −5.3 −3.7 1.6 739 799 1.61
IF-TIPS −5.88 −4.0 1.88 572g 2.16g <0.01

aValues were obtained from differential pulse or cyclic voltammetry. From refs 36−38. bCalculated as the difference between the HOMO and
LUMO energies. cWavelengths of maximal optical absorption and fluorescence emission, as well as fluorescence quantum yields Φf and lifetimes τf,
measured in dilute toluene solution. From refs 36 and 35. dThe optical gap calculated using the average value between the absorption and emission
wavelengths. ePhotobleaching quantum yields obtained for molecules incorporated in a PMMA host under 532 nm (ADT) or 633 nm (Pn)
illumination; ref 35. fTotal number of emitted photons obtained from the molecules incorporated in a PMMA host calculated using Ntot = Φf/ΦB,
where Φf is the fluorescence quantum yield for the molecules in PMMA. The Ntot of the order of 105 is sufficiently high to enable fluorescence
imaging of the molecules on the single-molecule level at room temperature; ref 35. gCorresponds to the S0−S2 transition; the S0−S1 transition is
optically forbidden and is not observed in the absorption spectra (Figure 1).38 The optical gap is calculated based on the wavelength of the maximum
S0−S2 absorption.
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larger than the lattice constant a, this implies that only an
exciton state close to the bottom (or top, depending on
symmetry as discussed below) of the exciton band, typically
corresponding to k = 0, can be populated. These selection rules
govern the shape and the spectral range of the absorption and
emission spectra of ordered molecular assemblies, such as H- or
J-aggregates (Section 2.4).
If there are two molecules per unit cell, resonance interaction

between translationally nonequivalent molecules gives rise to
additional splitting (Figure 2(a)), commonly referred to as

Davydov splitting (DS). Davydov splitting in oligoacenes
increases as the size of the molecule increases (from ∼200 cm−1

in Ac to 1100 cm−1 in Pn); it depends on morphology and
crystallinity,39,40 and it is a sensitive measure of the degree of
mixing between Frenkel and CT excitons (Figure 2(c)),41 as
discussed in Section 2.3.
One illustrative example for the behavior of the exciton

transfer integral J0 was provided in ref 42, in which J0 was
calculated in the line-dipole approximation for two parallel or
collinear conjugated polymer chains of length L separated by a
distance R. It was found that J0 scales with L (J0 ∼ L) when L <
R and behaves as J0 ∼ 1/L1.8 or ∼1/L2 when L > R for parallel

or collinear chains, respectively.42 This implies, for example,
that the Davydov splitting in aggregates and the probability of
exciton transfer between the neighboring chains decreases as
the chain length increases, when the chain lengths are larger
than their separation. Comprehensive discussions of how
various aspects of intermolecular interactions contribute to J0
can be found in refs 43 and 44.
Given the considerations above, there are several typical

changes in absorption spectra measured in molecular solids
compared to those of “isolated” (noninteracting) molecules
(e.g., in solutions or incorporated in host matrices): (a) spectral
shift, (b) splitting of the spectral lines, leading to absorption
peak positions depending on polarization of light, (c) variation
in the selection rules leading to differences in the oscillator
strength of lines corresponding to different transitions, and (d)
changes in molecular vibrational transitions and coupling to
intermolecular (lattice) modes (Figure 2(a)−(b)). The
existence of well-defined spin states (singlet and triplet
excitons), similar to those of isolated molecules, is retained in
the solid. Analysis of these trends and comparison with spectra
of isolated molecules represents a powerful tool for assessment
of the type and extent of intermolecular interactions in the
solid, which determine the exciton dynamics. An assessment of
the spectral shift and of the change in the ratio between the 0−
0 and 0−1 absorption peaks (obtained from fits of the data to
eq 3) can provide information on film crystallinity,40,45

molecular packing,31,46 trap distribution, and type and degree
of disorder.26−28,47 Examples of these studies are considered in
Section 2.4.
Exciton properties depend on relative contributions of terms

of eq 8. If Vij > ΔHi, the delocalized Frenkel exciton is
described by a superposition of molecular exciton states (eq 9),
which supports the coherent exciton transport. For example,
largely coherent energy transport over distances of up to 4.4
μm was reported in H-aggregate-type fibers, in which 1D π-
stacked assemblies were further enforced by hydrogen
bonding.48 If disorder is significant such that Vij < ΔHi, the
absorption spectrum of the solid are similar to those of the
noninteracting molecules, and the excited state is a localized
excited state that transfers its energy to a neighboring molecule
in an incoherent manner. If the interaction potential contains
dipole-only terms, the energy transfer can be described in the
framework of FRET; if exchange interactions dominate, the
energy transfer is of Dexter-type (Section 2.5).
The disorder causing exciton localization can be of static

(due to e.g. heterogeneity of site energies) or of dynamic (due
to the electron−phonon coupling) origin. For example, Wang
and Chan49 observed a transition from coherent to incoherent
exciton transport in ZnPc crystals at ∼350 fs after photo-
excitation and after about 2 nm travel due to dynamic
localization. Arago ́ and Troisi50 considered thermal fluctuations
of J0 due to exciton coupling to low frequency intermolecular
vibrations (dynamic disorder). They calculated time-dependent
excitonic coupling for Ac and Tc crystals exhibiting the
herringbone-type packing and determined that fluctuations in
the exciton coupling are of the same order of magnitude as the
coupling itself, which necessitates incorporation of exciton
dynamic localization into exciton transport models, similar to
the case of charge carriers (Section 4.2.3). Excellent discussions
of electron−phonon coupling and of exciton localization and
dispersion can be found in refs 51 and 13, respectively.
Coherence in various aspects of exciton and charge carrier

dynamics, its meaning, and its importance for processes

Figure 2. Absorption spectra of pentacene (Pn) (a) and TIPS-
pentacene (TIPS-Pn) (b) in solution and in films. For polycrystalline
films, data at 10 K are also included. In (b), the spectra are offset along
the y-axis for clarity. In Pn (herringbone packing), the Davydov
splitting (DS) is observed in film spectra. No Davydov splitting is
observed in TIPS-Pn with 2D brick-work packing. Adapted with
permission from ref 40. Copyright 2005 American Institute of Physics.
(c) Davydov splitting calculated at the INDO/SCI and INDO/CCSD
levels versus the CT character of the lowest eigenstate of a Pn unit cell
dimer. Reproduced with permission from ref 80. Copyright 2013
American Physical Society.
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relevant for optoelectronic devices have been debated, and it is
a topic of considerable interest.4,14,24,49,52−62 In the context of
energy transfer, examples of coherent effects include a so-called
“super-transfer”, which is the exceptional enhancement of the
energy transfer rate (in spite of the incoherent nature of the
transfer)63 and a wave-like (rather than hopping-like) excitation
transfer between the donor and acceptor which simultaneously
realizes different energy transfer pathways, altering energy
transport properties through quantum interference.64 In the
context of other important aspects of exciton physics, Chan et
al.60 and Bakulin et al.58 showed (using TR-2PPE and 2DES,
respectively) how coherent coupling enables efficient singlet
fission in Tc and functionalized Pn films (Section 2.7.1).
Jumper et al.65 applied coherent 2DES (Section 7.1.1.3) with a
10 fs time resolution to a model dimer system (diacetylene-
linked PDI dimer) and observed a sub-50-fs population transfer
between the two exciton states. This was attributed to internal
conversion, which prevented sustainment of long-lived exciton
coherence in this system. Hildner et al.66 used ultrafast SMFS
(Section 7.2.4) to determine dephasing times in TDI single
molecules embedded in PMMA. The experiments revealed a
broad distribution of times ranging between 25 and 110 fs
(peaked at 60 fs) due to the heterogeneous local environment.
A quantitative description of exciton coherence and local-
ization, which have been the subject of intense research in light-
harvesting complexes,67,68 illustrated by experiments probing
this behavior, is available in refs 69 and 70. A discussion of
classical versus quantum coherence in molecular systems can be
found in ref 71.

2.3. Frenkel and Charge Transfer Excitons

In addition to the Frenkel excitons discussed above, possible
excited species are charge transfer (CT) excitons. In contrast to
Frenkel excitons that comprise neutral states, the CT excitons
comprise ionic states (so that opposite charges reside on
different molecules). In this case, the excited state wave
function ΨjE in eq 9 is given by

∏ψ ψ ψΨ = +
+
−

=
≠ +

CT( )jE j j
i

i j j

N

i1
1

, 1

0

(11)

Just like Frenkel excitons, the CT excitons could be
delocalized72,73 or localized (forming, for example, an
excimer74−77). Additionally, in real physical systems, Frenkel
and CT excitons are not independent, and the Frenkel−CT
exciton interaction (explicitly discussed in, for example, refs 41,
78, and 79) has important implications for exciton and charge
carrier dynamics.80 The nature of the excitations involved can
be appreciated via the explicitly written electronic Hamiltonian
of the system:81

∑

∑

∑

δ= −

+ + +

−

† †

†
+

†
+

≠

†
+

†
+

H J U c d c d

t c c t d d H c

V s c c d d

( )

( . . )

( )

el
mn

mn mn m m n n

n
e n n h n n

n s
CT n n n s n s

1 1

, 0 (12)

which assumes a subspace consisting of a single electron and a
single hole.81 Here cn

†(cn) creates (annihilates) an electron in
the LUMO and dn

†(dn) creates (annihilates) an electron in the
HOMO of the nth molecule, whereas cn

†dn
† and cndn create and

annihilate, respectively, a local Frenkel excitation. The first term
in eq 12 accounts for energy transfer between the nth and mth

molecules, mediated by the Coloumb coupling Jmn, and it also
includes the local exciton binding energy U. The second term
describes the CT mediated by the electron (te) and hole th)
transfer integrals, which also couple Frenkel and CT excitons.
The last term accounts for the Coulomb binding energy
between the charges separated by the distance |s|d, where d is
the distance between nearest neighbors, with

πε ε
=

| |
V s

e
s d

( )
4CT

2

0 (13)

The nature of low-energy excitations in molecular crystals
has been a subject of several theoretical investigations.79,80,82,83

Figure 3. Schematics of (a) H-aggregates, (b) J-aggregates, and (c) HJ-aggregates, with the sign of the coupling constant J0 indicated. Also shown is
the energy dispersion E(k) of the lowest vibronic band in each aggregate. The red dot indicates the k = 0 exciton that is optically allowed from (i.e.,
can radiatively couple to) the ground state (black dot). The phonons with wave vector q derive from the intramolecular vibrations with energy hν0.
Arrows indicate emission pathways at low temperatures. In J-aggregates the 0−0 emission is allowed, and it leads to the superradiance. In H-
aggregates with no disorder, the intraband relaxation populates the k = π state, and 0−0 emission is disallowed. In the HJ-aggregate, interchain
interactions split each intrachain band into symmetric and antisymmetric bands separated by energy ΔE. In both H- and HJ-aggregates, the 0−0
emission is thermally activated. For details, see ref 91.
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In acenes, coupling between the Frenkel and CT excitons has
been theoretically shown to increase with molecular size41 and
to have a direct relation with the magnitude of the Davydov
splitting (Figure 2(c)).46,80 Importantly, large hybridization of
Frenkel and CT excitons, resulting in the CT character of the
lower Davydov component, has been cited as one of the
reasons behind fast and efficient SF in Pn crystals80 and as a
factor promoting charge generation at D/A interfaces and
singlet exciton diffusion.41 The issue, however, is still
debated.19,79 For example, Qi et al.84 observed the presence
of both CT and Frenkel excitons near the onset of absorption
of Pn crystals at energies as low as ∼1.88 eV, whereas Haas et
al.85 observed Frenkel-only excitons at ∼1.8−2.6 eV in
crystalline Pn films. Hestand et al.46 proposed that, in Pn
crystals, the lower (b-polarized) component of the Davydov
band has a large (45%) admixture of the Frenkel and CT
excitons, whereas the upper (mainly a-polarized) component
has mostly Frenkel exciton character (15% of the CT content).
To resolve the issue and to develop understanding of the
Frenkel-CT mixing depending on the molecular structure and
packing, systematic studies done on single crystals are
desirable.79 Also of importance is to establish how exciton
character manifests into experimentally measured features. For
example, Ishino et al.,86 based on the analysis of transient
absorption spectra (and their derivative-like features in
particular) and time-resolved PL, reported optical excitation
of mixed Frenkel and CT excitons in DNTT films and
proposed that such excitons exert electric fields on the
surrounding molecules, inducing a Stark shift. However, the
theoretical analysis of Fujita et al.83 suggests that the
appearance of derivative-like features is more consistent with
formation of localized Frenkel exciton upon photoexcitation
and that the Stark effect occurs from CT states af ter the
Frenkel−CT decoherence time.

2.4. Molecular Aggregates

A variety of high-performance small-molecule and polymeric
materials owe their enhanced properties to particular π-stacking
motifs that promote exciton and/or charge carrier delocaliza-
tion and transport. Therefore, of particular interest is the
exciton dynamics in H-, J-, and recently introduced HJ-type
molecular aggregates87−89 that are often formed in π-stacked
arrangements. For example, H-aggregates are frequently found
in materials with a face-to-face packing motif, whereas J-type
behavior is expected from head-to-tail arrangements (Figure 3).
Spectral features and PL QYs and lifetimes obtained as a result
of different packing motifs can be appreciated from Figure 4.90

The exciton coupling is determined by the values of Jmn in eq
12; if one considers a linear array of molecules with dominant
nearest-neighbor interaction determined by the exciton
coupling Jn,n±1 = J0, then J0 > 0 for H- and J0 < 0 for J-
aggregates, and the exciton bandwidth W is W = 4|J0|.

89 A
tutorial review of excitons in molecular aggregates and
manifestation of their properties in the optical absorption and
PL properties can be found in ref 91. For a comprehensive
discussion of the various structural characteristics of the
absorption and emission spectra, depending on the sign of J0
and the magnitude of the exciton-vibrational coupling, as well
as temperature, see ref 11.
In a series of articles,26,34,45,47,92 Spano provided a valuable

guide to analyzing optical spectra of aggregates which allows
one to determine the type of the aggregate and to extract
information about intra- and interaggregate disorder, exciton

bandwidth, correlation and coherence lengths, etc. The method
relies on the analysis of the temperature dependence of the
ratio of 0−0 and 0−1 intensities (eq 1) obtained from fits of
the optical absorption and PL spectra with eqs 3 and 5
describing vibronic progression (Section 2.1). It is often
necessary to perform this analysis even if the only goal is to
determine the type of the aggregate, since in many cases relying
on the solution-to-solid spectral shifts (expected to be blue for
H- and red for J-aggregates, based on the selection rules) is not
reliable due to large nonresonant shifts ΔD (Section 2.2).

2.4.1. H-Aggregates. Optical absorption and PL properties
of various organic semiconductors, both small-molecule (such
as DSB90,93 or diF TES-ADT28) and polymers (such as
P3HT26,27,31), have been described in the framework of those
of H-aggregates. In ideal H-aggregates (with no disorder), the
emission from the bottom of the exciton band to the ground
state (i.e., 0 → 0 transition) is strictly forbidden due to
symmetry reasons; the 0 → 0 emission is allowed only if it
originates at the top of the exciton band, which holds most of
the oscillator strength of the transition (Figure 3(a)). The
strongly reduced transition dipole moment of the lowest-energy
transition in H-aggregates has been cited to be potentially
beneficial for achieving a stable charge-separated state (as there
is no competition with, for example, superradiant emission in J-
aggregates).48 In contrast to 0 → 0 emission, that from 0 → 1
and 0 → 2 transitions is not restricted and is allowed from any
state within the exciton band.94 At T = 0 K, after a picosecond
time-scale relaxation of the exciton to low-energy states, the top
of the exciton band is thermally inaccessible, and the highest
energy emission occurs to the first vibronic level of the ground
state (i.e., 0 → 1 transition).26,95 At T > 0 K, some 0 → 0
emission may occur due to thermal activation of the exciton to
the top of the band. In the presence of disorder, the oscillator

Figure 4. Optical absorption (right) and PL emission (left), as well as
PL quantum yields, lifetimes and radiative rate constants, of DSB-
based nanoparticles. Emission from excimers and H- and J-aggregates
is indicated. Spectra obtained in solutions are also included (dashed
lines). Reproduced with permission from ref 90. Copyright 2013 Royal
Society of Chemistry.
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strength is more evenly distributed within the exciton band,94

and the 0 → 0 emission can be significant even at low
temperatures.26,95 The strength of the 0 → 0 emission serves as
a probe of disorder and coherence of the emitting exciton. In
contrast, emission from vibronic progressions, 0 → 1 and 0 →
2, is mostly of incoherent origin and is considerably less
sensitive to the presence of disorder.26,47,95

In the case of weakly coupled (W ≪ ℏω0, where ω0 is the
effective or main intramolecular vibrational frequency) H-
aggregate, the exciton bandwidth W (W = 4|J0|) can be
extracted from the ratio of intensities of 0 → 0 and 0 → 1
absorption peaks (obtained from fits of the optical absorption
spectra with eq 3).47 For example, when the Huang−Rhys
parameter S = 1 (e.g., in P3HT),91

ω

ω

≈ − ℏ

+ ℏ
− −I I W

W

( / ) (1 0.24 /( ))

/(1 0.073 /( ))
0 0 0 1 abs 0

2

0
2

(14)

This relationship can be readily modified for other values of
S.28,47,96 The ratio (I0−0/I0−1)abs of eq 14 decreases as W
increases, and it serves as a sensitive measure of intermolecular
(or interchain) excitonic coupling.91

Similarly, analysis of the ratio of the 0 → 0 and 0 → 1 PL
emission intensities (obtained from fits of the PL data with eq
5) yields the spatial correlation parameter β (0 ≤ β ≤ 1), from
which the correlation length l0 is determined using l0 = 1/ln(β).
For example, if the Huang−Rhys parameter S = 1, then
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ω ω
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where σ can be obtained from Gaussian fits to the PL spectral
lines in accordance to eq 4. With such analysis, correlation
lengths of 7.8 and 3.8−5 (corresponding to exciton
delocalization over 7−8 and 4−5 molecules, respectively)
were obtained in P3HT26 and diF TES-ADT28 crystalline films.
Further analysis can be performed to yield the exciton
coherence length.26 Recently, the approach has been extended
to two dimensions (2D), which enables quantifying exciton
delocalization in 2D. For example, in high-molecular-weight
P3HT π-stacked aggregates, the coherence length along the
polymer backbone was determined to be about 2 nm, while the
interchain coherence length was <1 nm.97 The (I0−0/I0−1)PL
ratio of eq 15 grows with increasing disorder through increasing
σ and/or decreasing β (or l0), which can manifest in the PL
temperature dependence, as has been observed in various
materials.26,28 For example, from analysis of PL spectra in a
broad temperature range (5−300 K), Panzer et al.31 were able
to distinguish between two types of H-aggregates forming in
P3HT solutions due to subtle differences in temperature-
dependent packing arrangements of P3HT chains.
The approach outlined above was also extended to include

coupling to both fast (e.g., C−C stretching, 1400 cm−1) and
slow (e.g., torsional, <1000 cm−1) modes.98 The results showed
that coupling to the slow mode in H-aggregates increases the
radiative QY, so that in the limit of strong electron−phonon
coupling fluorescence is no longer quenched. This explains the
experimental observations of strong emission reported in
several H-aggregated systems (e.g., with fluorescence QY of
0.3 in hexaphenyl films).99

2.4.2. J-Aggregates. J-aggregate formation has been
observed in a variety of small-molecule96,100−102 and

polymer91,103,104 materials, prominent examples of which
include PDI derivatives, porphyrins, cyanine dyes, and PDA.
Similar analysis of the PL spectra to that discussed above for
the case of H-aggregates can be applied for J-aggregates.91

Similar expressions to those of eqs 14 and 15 can be used by
incorporating the change of the sign of J0 (so that J0 < 0) as a
reversal of the signs of W in the numerator and denominator.
Then, the opposite trends in the behavior of the intensities of
the 0 → 0 and 0 → 1 transitions are predicted for J-aggregates,
as compared to H-aggregates (Figure 3(b)). For example, the
ratio of the 0 → 0 and 0 → 1 intensities in the absorption
spectrum increases with increasing W, whereas the 0 → 0 to 0
→ 1 intensity ratio in the PL spectrum decreases with
increasing temperature or increasing disorder. In ideal
aggregates, (I0−0/I0−1)PL is given by

=− − N S(I /I ) /0 0 0 1 PL coh (16)

where Ncoh is the exciton coherence number (and S is the
Huang−Rhys parameter).104 Equation 16 reflects coherent
enhancement of the 0−0 intensity, which decreases with
temperature as the exciton localizes (in contrast to that in H-
aggregates). For aggregates containing two molecules per unit
cell, N is the total number of molecules in the aggregate in the
polarization direction of the lower Davydov component.96 In
the presence of disorder, N is replaced by Ncoh, which is the
number of coherently connected molecules in the emitting
exciton; it decreases from N to 1 as the disorder or temperature
increases.
The enhanced coherence number at low temperatures for J-

aggregates leads to cooperative emission or superradiance, a
phenomenon in which the radiative rate of the aggregate (krad)
exceeds that of the monomer (kmon) by a factor of Ncoh so that
krad/kmon = Ncoh, where is a generalized Franck−Condon
factor.104 For example, in Tc aggregates, a superradiant exciton
delocalized over Ncoh of ∼10 molecules was observed at sub-50-
ps after photoexcitation.34 Based on the sensitivity of the 0 → 0
PL peak to coherence, a methodology to monitor exciton
spatial coherence in time using time-resolved fluorescence
spectroscopy was proposed. The approach was demonstrated to
be robust for J-aggregates on any time-scales and applicable to
H-aggregates at early times after photoexcitation.55 As an
example of experimental realization of such a methodology,
Sung et al.105 used the time evolution of the ratio of the 0 → 0
and 0 → 1 PL intensities measured via fluorescence
upconversion spectroscopy in conjunction with eq 16 to
determine the time-dependent exciton coherence number
(Ncoh) in PBI π-stacked aggregates. They determined that, in
columnar π-stacks, the Frenkel exciton is initially delocalized
over at least three monomers and coherently moves along the
stack for several tens of femtoseconds before forming an
excimer. Enhanced radiative rates of J-aggregates have been
extensively explored in photonic applications that rely on
exciton−photon coupling resulting from interactions between
excitons and cavity modes.7−9

2.4.3. HJ-Aggregates. An interplay of interference
between Coulomb coupling which promotes H-aggregate
behavior and CT-mediated coupling which promotes J-
aggregate behavior results in so-called HJ-aggregate behavior
(Figure 3(c)).88 Such interplay manifests in the optical
absorption spectra, reported, for example, in TAT nanopillars,87

which were treated theoretically in ref 81. It was predicted that
this phenomenon should be common for conjugated polymer
chains which have intrachain J-like coupling and interchain H-
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like coupling.104 The PL 0 → 0 to 0 → 1 intensity ratio in HJ-
aggregates exhibits an H-like thermally activated behavior up to
temperature T ≈ 1.3ΔE/kB (where ΔE is shown in Figure
3(c)) followed by J-like behavior, ∼T−1/2, at higher temper-
atures; see theoretical description in ref 88.
When the Frenkel exciton band is energetically well

separated from the CT band, the electronic Hamiltonian
responsible for exciton physics in the HJ-aggregate can be
presented as follows:81
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with all other parameters the same as those defined for eq 12.
The short-range CT coupling has been shown to be

considerably more sensitive to sub-Angstrom slips between
the neighboring molecules in a π-stack, in contrast to the long-
range Coulomb coupling. Because such slips also affect
electronic properties (e.g., charge carrier mobility),106,107 it
could be possible to screen for aggregates with high charge
carrier mobility using the absorption spectrum that incorpo-
rates the exciton mobility. With these considerations, if the 0→
0 to 0 → 1 intensity ratio in the optical absorption of the solid
is similar to that of the noninteracting molecules (e.g., in
solution), then the short- and long-range coupling are canceled,
yielding a low mobility exciton. Aggregates in which this ratio
strongly deviates from the monomer value are then expected to
have the highest mobility. The concept of interfering couplings
has been shown to remain robust in the presence of the static
disorder and resistant to dynamic disorder in π-stacks.81

In spite of theoretical guidance outlined above, analysis of
experimentally measured optical spectra in organic semi-
conductors and their interpretation are not straightforward, as
illustrated below. Depending on polarization, spectra may
reveal H- or J-character of aggregates.96 For example, using
polarized optical absorption spectra of Pn crystals, it was
established that the lower (b-polarized) Davydov component
behaves as a J-aggregate and has a 45% CT content, whereas
the upper component (mainly a-polarized) has properties of an
H-aggregate and a low (15%) CT content.46 These findings are
consistent with the different temperature dependences of the a-
and b-polarized components that have been previously
observed in Pn films (Figure 2(a)).40 In polymers, interplay
of interchain (promoting H-) and intrachain (promoting J-)
coupling revealed hybrid HJ-character in, for example, PDA
dimers. Based on the temperature dependence of the radiative
decay rate and of the (I0−0/I0−1)PL ratio, the H- to J-transition,
featuring thermally activated superradiance, was predicted.88

Furthermore, H- or J-dominated behavior can be morphology-
dependent. This is the case for P3HT spin-cast films exhibiting
H-like behavior, in contrast to ordered P3HT nanofibers that

show J-like behavior.88 Systematic studies of aggregate
formation108 and transient PL analysis are necessary to
distinguish between the behavior of disordered H-aggregates28

and of a combination of localized and delocalized exciton
states109 which manifest in similar temperature dependence of
PL spectra. Other interesting exciton coupling types such as
HH or JJ are also possible, as discussed in ref 81. Finally,
exciton physics can be controlled via exciton−photon coupling
in cavities. For example, enhancement of the exciton coherence
length in J-aggregates and conversion from H- to J-aggregate-
type behavior in microcavities were theoretically predicted in
ref 110 and are awaiting experimental verification.
2.5. Energy and Charge Transfer

An exciton can move from an excited “donor” molecule (D) to
an “acceptor” molecule (A) via a nonradiative process of energy
transfer, after which the donor molecule is in the ground state
and the acceptor molecule is in the excited state. Two processes
of energy transfer are typically considered: Förster resonant
energy transfer (FRET) and Dexter energy transfer. FRET is
based on a dipole−dipole interaction, and because it involves
fields rather than direct electron exchange, it is a long-range
process. FRET is typically relevant only for the singlet exciton
transport, although, in some phosphorescent materials, FRET
for triplet states was also reported.16 The FRET transfer rate in
3D materials scales with the D−A distance r as follows

τ=k r r( ) (1/ )(R / )FRET 0
6

(18)

where τ is the intrinsic exciton lifetime (not limited by any type
of quenching) and
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where 0 ≤ κ2 ≤ 4 is the dipole-dipole orientation factor, Φf is
the fluorescence QY of the donor, n is the refractive index at
the wavelength where the spectral overlap integral is
maximized, λ is the wavelength, FD is the normalized donor
fluorescence, and σA is the acceptor absorption cross-section.
(In 2D cases, such as in the case of interaction between a
molecule and graphene, the distance dependence of the FRET
rate changes to kFRET ∼ 1/r4.111,112) The Förster (or FRET)
radius R0 is a measure for a maximal D−A distance at which
significant FRET occurs; it corresponds to the D−A distance at
which the FRET efficiency is 1/2 of the maximal FRET
efficiency, and it is in the 1−10 nm range,15,35 which is
considerably larger than the intermolecular spacings (<1 nm) in
organic solids. From eq 18, the FRET efficiency relies on the
overlap between the emission spectrum of the donor and the
absorption spectrum of the acceptor, donor fluorescence QY,
acceptor absorptivity, and mutual D−A molecular orientation.
The expression of eq 18 is obtained using a point-dipole

approximation and is based on only the dipole−dipole
interaction. As such, it does not account for the localized/
delocalized character of the excited-state wave functions
pertinent to conjugated systems in the solid state. A
generalization of the Förster theory was proposed,63 which
introduced a Förster critical distance defined as

η=R RG 0

where η is the electronic coupling correction factor. For
example, for the bridged poly(para-phenylenes), η was found to
be in the range between 1.1 and 1.6 for the head-to-head and in
the range between 0.2 and 0.8 for the cofacial configurations.
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At shorter D−A distances (<1 nm), the dipole approximation
breaks down, so that higher order multipole contributions play
a role in the intermolecular Coulomb interactions. Additionally,
a short-range Dexter energy transfer, which relies on the
overlap of molecular orbitals and proceeds via direct exchange
of electrons, may occur. The Dexter mechanism applies both to
singlet and triplet excitons, and its efficiency exponentially
decreases with the D−A distance r, yielding the transfer rate

= −k r KJ r L( ) exp( 2 / )DET (20)

where K is related to specific orbital interaction, J is a
normalized spectral overlap integral, and L is the van der Waals
radius.15 In organic crystals, the Dexter transfer occurs most
efficiently in the direction of π−π stacking.
In contrast to FRET, Dexter transfer does not rely on the QY

of the donor emission or on the absorption cross-section of the
acceptor, and it is, therefore, considered to be the dominant
mechanism of triplet exciton migration. In amorphous solids,
the Dexter-type triplet transfer was described as a correlated
transfer of two electrons utilizing Marcus (eq 21) or Miller−
Abrahams (eq 31) rates which proceeded via multiphonon
hopping and single-phonon-assisted tunneling at high and low
temperatures, respectively.113 In particular, at higher temper-
atures the triplet transfer was mainly governed by the changes
in molecular configurations, whereas at low temperatures it was
dominated by the energetic disorder.
If the differences in the donor and acceptor LUMO energies,

the ΔLUMO values, are large enough to overcome the exciton
binding energy, the electron transfer from donor to acceptor
becomes a competing process with the energy transfer.114

(Hole transfer is also possible if donor and acceptor HOMO
levels are properly aligned.115) This is a short-range interaction
(<1 nm) that relies on the spatial overlap of D and A wave
functions, and the result of this interaction is a positively
charged donor and negatively charged acceptor molecule. The
most common description of electron transfer (ET) is provided
by the Marcus theory, with the following expression for the
transfer rate:116,117
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where JDA is the electronic coupling, λ is the reorganization
energy, and ΔG is the total Gibbs energy change for the CT
reaction.
When describing charge carrier or exciton dynamics in the

solid state, a simpler Miller−Abrahams expression (eq 31) is
often used (Section 3.1). Examples include description of
charge hopping in polymers,118 charge trapping/detrapping in
PR polymers119 and polycrystalline films,120 and triplet exciton
diffusion in disordered materials.121

More recently, to describe charge carrier hopping in high-
mobility crystalline small-molecule materials and poly-
mers,122,123 an ET rate that incorporates the quantum-
mechanical nuclear tunneling effect has been utilized, which
is given by122
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(22)

where n̅j = 1/[exp(ℏωj/kBT) − 1] is the occupation number for
the jth vibrational mode with frequency ωj and Sj is the
HuangRhys factor for the jth mode. In the limits of strong
electron−phonon coupling (∑jSj ≫ 1), short time-scales, and
high temperature (ℏωj/kBT ≪ 1), eq 22 transforms into eq 21
with λ = ∑jSjℏωj.

2.6. Exciton Diffusion

Exciton transport in organic semiconductors is important for
many optoelectronic applications, including OPVs and OLEDs.
Exciton quantum transport was studied theoretically;61 for
example, several studies in light-harvesting systems124 and in
1D molecular assemblies125 focused on the effects of traps and
dynamic disorder on the coherent transport. Pelzer et al.124

modeled the efficiency of exciton quantum transport in light-
harvesting systems and demonstrated that, in the presence of a
trap, quantum transport is most sensitive to changes in spatial
correlation in the region near the trap. Moix et al.125 applied the
Haken−Strobl−Reineker model to numerical studies of
coherent quantum exciton 1D transport in disordered systems
in the presence of thermal fluctuations and determined that the
static disorder promotes localization, while dynamic disorder
induces transport. In particular, at short time-scales, a
nondiffusive motion of a free particle bounded by Anderson
localization length-scales was obtained. This was then followed
by the environment-induced dephasing (which destroys the
phase coherence responsible for Anderson localization), leading
to diffusive transport at longer time-scales. In a weak dephasing
regime, the diffusion constant was found to be proportional to
the square of the localization length, which significantly
enhanced the exciton diffusion rate for the quantum coherent
transport as compared to the the classical case.
In amorphous and polycrystalline organic materials, coherent

exciton transport over long distances is not readily realized;
instead, it mostly occurs by incoherent hopping, which is
facilitated by Förster or Dexter energy transfer described above.
Comprehensive recent reviews of exciton diffusion are
available.15,16 An excellent summary of methods of measuring
diffusion lengths suitable for various sample geometries and
morphology, along with a survey of diffusion coefficients in
various materials, can be found in ref 16. A new method based
on time-resolved transient absorption spectroscopy which
utilizes a time-of-flight-type methodology for obtaining
diffusion coefficients was also recently proposed.126 Methods
for numerical simulations of exciton diffusion were reviewed in
ref 17.
Exciton diffusion models that translate nanoscale energy

transfer rates of eq 18 into mesoscopic-level transport vary in
complexity.17 In a simple case, exciton diffusion can be
described in the framework of random walk,16 and it is
modeled as a simple differential equation:

τ
= ∇ − +dn

dt
D n

n
G2

(23)

Here n is the exciton density, τ is the exciton lifetime, D is the
diffusion coefficient, and G is the exciton generation rate.
Once the exciton is created (with a certain energy), it starts a

downhill migration via energy transfer toward the lower energy
cites. For singlet excitons, this process takes ∼100 ps and can
be observed by the bathochromic shift of the PL spectrum
during this time. In disordered materials at room temperature,
the downhill migration proceeds to a quasi-equilibrium level at
−σ2/kBT below the center of the Gaussian DOS (see Section

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13289

http://dx.doi.org/10.1021/acs.chemrev.6b00127


4.2.5),2 which can be monitored by observing the position of
the PL maximum.28 After this, thermally activated hopping
typically occurs, which can be described by the diffusion
equation (e.g., eq 23) and characterized by the diffusion length

τ= ZDL ( )D
1/2

(24)

where Z = 1, 2, or 3 depending on whether diffusion occurs in
1D, 2D, or 3D space, D is the diffusion coefficient, and τ is the
exciton lifetime. When hopping is mediated by FRET, D = (A/
τ)(R0

6/6r4), where R0 is the Förster radius of eq 19 and A is a
constant that accounts for the distribution of molecular
separations r (which ranges between the π−π-stacking distance
of ∼3−4 Å and R0 of ∼3−5 nm). Typical values for the
diffusion coefficient D are 10−4−10−2 cm2/s for singlet excitons
and 10−6−10−3 cm2/s for triplet excitons. Typical diffusion
lengths LD are ∼5−20 nm for singlets (with polymers on the
lower end and small molecule materials on the higher end) and
∼30−300 nm for triplets, although >100 nm diffusion lengths
for singlets and >1 μm (and even >10 μm in several single
crystals) for triplets have also been reported.16,127,128 At lower
temperatures (below ∼150−250 K, depending on the materi-
al),16,28 excitons cannot reach the quasi-equilibrium level, as
their energy is insufficient for the downhill migration. In this
regime, thermally activated hopping does not occur and D and
LD become temperature dependent and rely on particular
characteristics of the DOS.
Exciton diffusion is isotropic in amorphous films and

anisotropic in organic crystals.129 The source of such anisotropy
is the low degree of symmetry of organic crystals and the strong
dependence of the FRET rate on the mutual orientations of the
molecules and/or of the Dexter rate on the spatial overlap of
the wave functions of the neighboring molecules. Given the
mechanisms involved in energy transfer, the routes for
optimized singlet and triplet exciton diffusion have been
identified.15 These involve maximizing fluorescence QY and
reducing the index of refraction for the singlet exciton diffusion
and improving molecular order via templating, crystallization,
or self-assembly for the triplet exciton diffusion. In both cases, it
is also important to design interfaces between grains or phases
such that exciton trapping and quenching are minimized.
High exciton densities and diffusion increase the probability

of two excitons interacting during their lifetimes, which may
result in exciton−exciton annihilation.130 Exciton quenching
can also occur by defects, metal interfaces, etc., which manifests
in the reduction of PL decay lifetimes and QY (which could be
systematically studied to determine the exciton diffusion
lengths).131 It was recently discussed that the exciton
quenching sites that limit exciton diffusion have the same
origin as traps for charge transport in many polymeric and
small-molecule materials.132 Therefore, optimization of exciton
transport could lead to optimal charge transport as well. Indeed,
an increase in exciton diffusion coefficients due to reduced
disorder has been correlated with similar improvements in
charge carrier mobility in materials ranging between amorphous
polymers133 and crystalline small-molecule films.134 Another
exciton quenching channel is exciton−polaron annihilation,
which is detrimental for OLED operation at larger currents135

and for the fill factor (FF) in planar HJ solar cells;136 however,
this mechanism is relatively unexplored. Another unexplored
area is exciton diffusion in n-type materials, as most exciton
diffusion studies have been done on p-type materials (mostly
because of the availability of fullerene derivatives as efficient PL
quenchers).16 Also of interest are systematic studies of exciton

diffusion in new generation OLED materials such as those
based on TADF (Section 2.7.2), which may reveal interesting
phenomena. For example, recently, transport of the electron−
hole pair of the CT state in TADF materials was directly
observed, and “inchworm”-like motion over 5−10 nm was
demonstrated.137

2.7. Exciton Physics That Enables Novel Material Design
Paradigms

2.7.1. Singlet Fission. A process of singlet fission (SF), in
which excitation of one singlet exciton results in formation of
two triplet excitons, recently attracted considerable attention
due to the potential of utilizing this process in obtaining solar
cells with up to 200% internal quantum efficiency (IQE).
Comprehensive reviews of the SF process are available.18−21,24

Briefly, the process starts with a noninteracting combination of
molecules in S0 and S1 states, and the SF is induced by the
interaction Hamiltonian Hint = Hel + Hspin, where Hel describes
spin-independent electrostatic interactions and Hspin comprises
spin-dependent interactions.19 The action of Hel represents the
internal conversion and produces a pair of coherently coupled
triplet states 1(TT) (also known as multiexciton ME
states60,138). The exact mechanism of the 1(TT) formation is
still under debate, with the main contenders being a one-step
mechanism (via direct S0S1 and 1(TT) coupling), a two-step
(CT-mediated) mechanism, and the quantum interference
between these two pathways, all of which have been extensively
studied theoretically.139−143 The magnitude of Hspin with
respect to the energies of other coupled triplet states
configurations (e.g., 3(TT) and 5(TT)) determines whether
the coupled triplets would diffuse apart.19

The SF process, S0 + S1 →
1(TT) → T1 + T1, is spin-allowed

and thus can occur on subpicosecond time-scales. To be
competitive with other processes, it proceeds most efficiently if
E(S1) ≥ 2E(T1). Based on the nature and alignment of excited
states, Smith and Michl20 categorized SF-exhibiting materials
into three classes. The best-studied class is molecules in which
the S1 excitation is dominated by the HOMO−LUMO
transition and is separated energetically from S2. This is the
case for acene derivatives, which have served as a model system
for systematic studies of the intermolecular SF. These include
Pn23,140,144 and functionalized Pn derivatives such as TIPS-
Pn,76,145,146 DTP-Pn,58 or halogenated R-Pn,147 Tc60,148−152

and TIPS-Tc,149 and Hex153 and TCHS-Hex.154 Particularly
instructive are comparisons between the SF properties in Pn
and Tc, in which the exothermic and endothermic scenarios for
the SF process, respectively, are realized.60,150,155 One recent
observation is that although the endothermic nature of the SF
in Tc leads to a slower fission process (as compared to Pn or
TIPS-Pn), the triplet excitons in Tc experience a singlet-
mediated enhancement in their diffusion coefficients by more
than an order of magnitude on the picosecond−nanosecond
time-scales,156 whereas such enhancement is not realized in
TIPS-Pn. This observation then prompts an additional energy
consideration for SF-based optoelectronics that considers not
only the efficiency of the SF process itself but also the
subsequent exciton dynamics.
On the fundamental physics level, the questions under

debate include the role of coherence and of the states with a
CT character in determining the SF efficiency.18 One particular
controversy concerns the strength of coupling between the S1S0
and 1(TT) states. Recent theoretical work predicts insignificant
coupling, which suggests that coherence is not important for
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achieving high SF efficiency.157 This is consistent with 200%
triplet yields achieved via the SF process in TIPS-Pn
solutions,76 in which formation of excimers was determined
to be the key factor, thus supporting the CT-mediated
formation of 1(TT). This experimental observation supports a
hypothesis of a fast two-step formation of 1(TT) (rather than a
one-step process via direct coupling), which has been put
forward in theoretical work in refs 80, 139, and 150. In
particular, while the direct coupling between the S1S0 and
1(TT) states is weak, the coupling mediated by the
intermediate CT states could be strong. Yao158 incorporated
local and nonlocal electron−phonon coupling (see Section 4.1)
into the Frenkel−CT mixing model and revealed that the CT-
mediated SF was facilitated by quantum coherence and
controlled by nonlocal coupling. Aryanpour at el.143 found
that the intermolecular CT plays a strong role in the SF not
only in acenes, but also in polyenes. In the CT-mediated
mechanism for the SF, the CT properties determine the SF
efficiency; for example, if the CT character is too weak (e.g for
high-energy CT states), the 1(TT) formation is thought to
proceed via a superexchange mechanism (through virtual CT
states), the efficiency of which scales inversely with the energy
mismatch between Frenkel and CT states. However, if the CT
character is too strong, stable excimer states can form which
could prevent triplet generation.143,159

On the other hand, temperature-independent SF in
crystalline Tc (in spite of the endothermic scenario with
E(S1) − 2E(T1) = −0.2 eV) has been observed and attributed
to the strong electronic coherent coupling, invoking entropic
gain for the triplet exciton generation.60 In this case, strong
coherent coupling was considered to be the reason behind the
appearance of the 1(TT) state at <20 fs (limited by the
experimental resolution of TR-2PPE) simultaneously with the
S1 exciton formation, whereas the separated triplets T1 were
observed at 10−100 ps time-scales. The contribution of
coherent coupling to SF in several Pn derivatives was also
emphasized by Bakulin et al.58 However, in that case it was the
coherent coupling between vibronic states in the 1(TT)
manifold, and not the electronic coupling between the S1S0 and
1(TT), which was deemed important for the SF, as directly
confirmed using 2DES (Section 7.1.1.3).
Theoretical investigations examined the role of molecular

packing160,161 in determining the SF in the solid state. A
packing motif yielding efficient SF has been identified to be a
slip-stack arrangement with the slip in the direction of the
HOMO−LUMO transition moment. For example, in perylene
derivatives, packing motifs such that dX = 3.5−4 Å and dY = 0−
0.5 Å (where dX and dY are the shifts along the long and short
molecular axes, respectively) were predicted to exhibit the most
efficient SF.161 Using nonadiabatic molecular dynamics
simulations, Wang et al.160 examined various Pn dimer
conformations and obtained SF time-scales and triplet yields
for various configurations. They observed the importance of the
thermal fluctuations, concluded that the large CT character of
the photoexcited state is not necessary for the efficient SF, and
found a direct relation between the SF time constant and the
instantaneous triplet yield. They also established that slip-
stacked configurations with a shift of one ring along the
transverse direction and an offset of one or two rings along the
longitudinal axis of the molecule yielded the best SF
efficiencies. Renaud and Grozema142 examined the effects of
exciton−phonon coupling on SF in PDI dimers, found that
intermolecular vibrational modes can significantly affect the SF

rate, and identified conditions under which the SF rate
increased by up to an order of magnitude.
Morphology has also been cited as an important factor in

determining the SF efficiency, following the dynamics of the
resulting triplet excitons in the solid state.152,155 For example, in
comparative studies of SF in Tc single crystals and films, faster
SF rates were observed in polycrystalline films.12 Burdett et
al.148observed quantum beats in delayed fluorescence from Tc
single crystals due to triplet fusion of the triplet pair in the
coherent superposition state; such beats were considerably less
pronounced in films.24,162

Although it is clear that molecular solids with proper
energetics and character of excited states can produce triplet
states via a highly efficient SF, a significant problem of efficient
separation followed by transport of triplets (and potentially
their separation into a pair of mobile charge carriers, as often
required by applications) remains.24,163 Toward solution of this
problem, the first obstacle to overcome is triplet−triplet
annihilation, which suggests that triplet excitons must be
separated on the time-scale competitive with this process. One
strategy163 utilized intramolecular SF (iSF) to generate the
1(TT) state and then used intermolecular interactions to
separate the triplet excitons. A proof of principle demonstration
was reported in oligoenes; this study also identified the need for
theoretical work on molecular design principles that would
maximize intramolecular biexciton formation upon optical
excitation and efficient intermolecular Dexter energy transfer.
The iSF has been demonstrated in a variety of small

molecules (e.g., bipentacenes164 and quinodal bithiophene165

with triplet yields of ∼200% and 180%, respectively) and
conjugated polymers (e.g., PDA, PPV, P3TV,166,167 and D−A
copolymers168). Sanders et al.169 studied iSF in phenylene-
spaced Pn−Tc heteromers depending on the spacer length.
Higher iSF efficiences were observed in heteromers with
shorter spacers, which was attributed to higher singlet exciton
delocalization, deemed important for the iSF in this system.
Zhai et al.167 examined iSF in luminescent (DOO-PPV) and
nonluminescent (PDA) conjugated polymers. They found a hot
exciton-mediated SF in DOO-PPV films, but not solutions,
which suggests the interchain nature of the process. In contrast,
intrachain SF was operational in the PDA. The iSF is
advantageous because the relevant energy levels can be tuned
through chemical modifications.166 Based on the design
principles for the intermolecular SF, Busby et al.168 proposed
design criteria for the materials with strong iSF: a reduced
singlet−triplet gap (so that E(S1) ≥ 2E(T1)) and a strong CT
character of the lowest-lying excitation. Following these criteria,
they designed D−A small molecules and copolymers and
demonstrated up to 170% triplet yields. However, under-
standing the mechanisms of intramolecular SF, and in particular
that in polymers, and how they differ from intermolecular ones
in acenes is still incomplete, requiring more studies. A recent
theoretical treatment of photoexcitations in D−A copoly-
mers170 suggested that, in contrast to homopolymers, in the
D−A copolymers the intramolecular (TT) states are optically
allowed. Experimental verifications of this prediction and
assessment of the role it plays in high PCEs achieved in solar
cells with D−A copolymer donors (Table 8) are in order.

2.7.2. Thermally Activated Delayed Fluorescence.
Thermally activated delayed fluorescence (TADF) process
proceeds by reverse ISC from triplet to singlet excited states.
This process is the basis for third-generation OLEDs (Section
11.4), and it relies on relatively small (e.g., < 0.2 eV) energy

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13291

http://dx.doi.org/10.1021/acs.chemrev.6b00127


differences between singlet (S1) and triplet (T1) states ΔEST.171
The internal efficiency of electroluminescence (EL) involving
TADF is given by

η η ηΦ = Φ + Φ + Φ Φ(int) /fEL S S TADF T TADF ISC (25)

where ηS = 0.25, ηT = 0.75, and Φf, ΦTADF, and ΦISC are the
fluorescence QY, TADF QY, and ISC efficiency, respectively.
Based on this process, IQEs of nearly 100% and external QEs

(EQEs) nearing 20% have been demonstrated in the blue,
green, yellow, and orange-red wavelength regions.172−174 These
efficiencies are considerably higher than those achievable in
fluorescence-based OLEDs (with theoretical EQEs of only 5%),
and without the need for expensive phosphorescent materials
that involve rare metals. With a combination of TADF emitters,
WOLED operation was also demonstrated, with EQE of >17%
and CIE (0.30, 0.38).175

The well-known TADF materials include eosin, fullerene,
and porphyrin derivatives.171 The molecular design such that
small ΔEST and large radiative rates are achieved simultaneously
has been a subject of intensive research,176 as summarized in a
recent review article.171 Examples of molecules with small ΔEST
include those with electron-donating and electron-accepting
groups such that the spatial overlap between the HOMO and
LUMO is decreased. These requirements have been realized,
for example, in triazine (CC2TA), spiro- (spiro-CN), spiro-
acridine, phenoxazine, and CDCB (e.g., 4Cz-TPN) derivatives.
Another design strategy utilized exciplex (i.e., intermolecular D-
A) states, which also have small ΔEST as their HOMO and
LUMO are spatially separated, for example m-MTDATA:t-Bu-
PBD.
In addition to the use of the TADF for emitters in OLEDs, a

double-dopant OLED system, which combines a wide-energy-
gap host, a TADF-assistant dopant, and a fluorescent emitter
dopant was proposed. In this system, triplet excitons created on
the TADF-assistant dopant via electrical excitation are
upconverted to the S1(TADF) state of the TADF molecule,
and then these singlet excitons are transferred to the S1(Em)
state of a fluorescent emitter molecule via FRET, followed by
the radiative decay from S1(Em) of the fluorescent emitter.
Blue, green, yellow, and red OLEDs with EQE in the 13.5−18%
range were demonstrated using this approach, with the
emission wavelength region determined by the fluorescent
emitter molecule.172

2.7.3. FRET and CT Competition and FRET-Mediated
CT in D−A Materials. Several methods of exciton dynamics
manipulation have been proposed that enhance solar cell
performance. These include cascade energy relay for long-range
energy transfer,177−180 guiding exciton diffusion using exciton
gates,181 use of FRET for extending the optical absorption to
longer wavelengths182 and charge generation,183,184 and various
schemes that utilize combinations of charge and energy
transfer.185,186

Coffey et al.187 observed that trilayer devices such as P3HT/
CuPc/C60 with efficient FRET toward the charge-generating
CuPc/C60 interface exhibited a better efficiency than bilayer
devices. Menke et al.178 incorporated SubPc molecules in a
wide-energy-gap material and showed that optimization of the
molecular separation that controls intermolecular interactions
and reduces exciton quenching allows for improved exciton
diffusion lengths (LD). With this scheme, higher PL QYs,
higher lifetimes, and a resulting Förster radius R0 were observed
as compared to those of a pristine SubPc film. Using the
improved exciton transport, the PCE of 4.4% was achieved in

planar HJ OPVs, which is higher than that in SubPc-based
BHJs.178 In a follow-up work, the authors introduced exciton
permeable interfaces in the planar HJ devices, which break the
symmetry in energy transfer and enable directional exciton
transport.181

Cnops et al.179 designed a trilayer α-6T/SubNc/SubPc
system where amorphous SubNc and SubPc served as acceptor
layers with a large Förster radius of 7.5 nm. This boosted
exciton transport and improved charge generation via a FRET-
mediated mechanism, leading to the PCE of 8.4%, one of the
best performances from small-molecule nonfullerene solar cells
(Table 8).179

Griffith and Forrest180 incorporated three layers of donor
materials (DPT/rubrene/DBP) to create an energy cascade
system combined with the acceptor (C60) layer, achieving the
PCE of 7.1% (Table 8). They investigated exciton blocking,
transfer, and quenching properties and analyzed contributions
of the photocurrent from each layer to the device performance.
It was concluded that the primary factor responsible for
improved performance of this cascading system as compared to
earlier ones is the efficient exciton blocking in the widest energy
gap layer near the anode, which reduced the quenching.
FRET and CT competition in D:A blends, as well as their

contribution to charge photogeneration, has been a subject of
many studies.114,182,183,188 Shepherd et al.114 observed the
transition from dominant FRET to CT state formation
(exciplex) in small-molecule D:A combinations of function-
alized ADT derivatives. When D and A molecules were
separated by a neutral spacer (PMMA), FRET was the
dominant process. As the spacer was eliminated, a strongly
emissive CT state formation was observed; the presence of such
tightly bound states subsequently was linked to inefficiency of
diF TES-ADT:diCN TIPS-ADT BHJs and ternary blends based
on these materials and P3HT.188

Synergistically designed exciton and charge carrier dynamics
for improved device performance has been realized in organic
ternary BHJs, in which an additional donor or acceptor
molecule is introduced into the standard, binary blends of
donor and acceptor, thus creating D1:D2:A or D:A1:A2 blends.
These are designed to utilize FRET, cascade CT, and/or
parallel-like CT to enhance charge generation (Section
9.3.4).185,186,189−193 For example, PCE of 9.2% was recently
achieved in ternary blends PID2:PTB7-Th:PC71BM (Table 8)
utilizing a combination of FRET and hole relay.185

Control of the exciton dynamics in blends and hetero-
structures is important not only for organic optoelectronics, but
also for organic photonics; see the recent review in ref 194. For
example, morphology-dependent FRET efficiency was recently
used to reversibly switch fluorescence emission195 between the
red, green, and blue channels (RGB) in blends containing two
types of fluorescent molecules.

2.8. Summary

Significant progress has been made in understanding of
fundamental photophysics in molecular materials, in designing
materials that enable specific features of exciton physics, and in
manipulating exciton dynamics to achieve enhanced optoelec-
tronic device performance. However, there are several aspects
that warrant further exploration. The role of exciton
delocalization and various coherences (electronic, vibrational,
or mixed) in energy transport, singlet fission, and CT dynamics
is a highly debated topic in need of systematic studies,
especially by experimental techniques uniquely sensitive to
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coherent processes. The nature of low-energy excitons and how
it manifests in the photophysical properties of the material are
necessary to establish depending on the molecular structure
and packing; particular systems of interest are ultrapure single
crystals and high-performance D−A copolymers. Finally,
developing a predictive understanding of how molecular
structure and packing enable particular photophysical proper-
ties (e.g., coherent energy transfer, enhanced radiative rates,
efficient iSF, etc.) and how robust these are with respect to
dynamic and static disorder is important for design of new-
generation optical materials with properties on demand.

3. CHARGE CARRIER PHOTOGENERATION
The nature of primary photoexcitations in organic semi-
conductors has been under debate for many years.196 Of
particular importance for optoelectronic applications are
mechanisms of charge carrier photogeneration. A considerable
amount of research has addressed under what conditions it
would be possible to generate mobile charge carriers in pristine
organic semiconductors directly, for example via a band-to-
band excitation similar to that in inorganic semiconductors, and
whether charge carrier generation necessarily proceeds via a
multistep process that starts with a formation of a tightly bound
exciton (with binding energies Eb of ∼0.5−1 eV).40,74,197−204

The most effective strategy to increase charge carrier
photogeneration in organic materials has been to create
donor−acceptor (D−A) heterojunctions (HJs), at which the
energy offset at the D/A interfaces would provide a driving
force for charge separation. The basic idea, illustrated in Figure
5,205 is that photons absorbed by the donor or acceptor
molecules generate excitons that diffuse to the interface, where
the exciton dissociates. For efficient dissociation, the energy
gain for this electron or hole motion should be higher than the
exciton binding energy.206 However, the exact mechanisms
behind this basic understanding have been a subject of intense
debate, driven by observations of nearly 100% IQEs in many
polymer/fullerene D/A HJs, which is seemingly incompatible

with high exciton binding energies.207 Considerable progress
has been made both in theoretical modeling and in under-
standing of structure−property relationships in regard to the
effects of the HOMO and LUMO energies of the D and A, the
morphology of the D and A domains and of the D/A interfaces,
and other properties specific to the molecular structures of D
and A and intermolecular interactions. Questions pertaining to
the importance of excess energy, entropy, delocalization, etc.
for charge carrier generation, depending on the material, its
crystallinity, and other parameters have been investigated, as
discussed in Section 3.3.
Detailed discussions of pre-2010 developments in charge

photogeneration models can be found in earlier review
papers.208−210 Gao and Inganas̈211 summarized the current
understanding of charge generation in polymer:fullerene solar
cells. Few et al.212 reviewed recent advances in theoretical
modeling of charge photogeneration in organic HJs. Here, a
brief overview of earlier developments provides context for and
is followed by discussion of the most recent results.
3.1. Analytical Models of Charge Generation

The common view of charge generation in organic materials is
that photon absorption leads to formation of an electron−hole
pair (exciton) in which the electron and the hole are bound by
the Coulomb attraction with a potential

πεε
=V

e
r4

2

0 (26)

Here e is the charge of the electron, ε is the dielectric
constant of the organic medium, ε0 is the dielectric permittivity
of vacuum, and r is the electron−hole separation. In order to
generate free charge carriers, this attraction must be overcome,
which is considerably more difficult to achieve in organic
materials (ε = 2−4) as compared to inorganic materials (e.g., ε
= 11 in GaAs). An additional complication is introduced by the
localized nature of electronic states in organic materials (small r
in eq 26). Otherwise, the electron−hole pair recombines,

Figure 5. Schematics of exciton relaxation, charge generation, and charge recombination in a photoexcited organic D/A material. The notations are
ground state (D + A), exciton manifolds (D* + A, D + A*), CT states ([D+A−]), and charge separated states (D+ + A−). Representative rates are
also indicated. Triplet dynamics have been omitted for clarity. Reproduced from ref 205. Copyright 2014 American Chemical Society.
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radiatively or nonradiatively. This is the process of geminate
recombination, which competes with charge carrier separation.
A quantitative theory of geminate recombination was first

proposed by Onsager213 in 1938, who studied geminated
recombination of a Coulombically bound cation−anion pair
undergoing Brownian motion in solutions. He obtained the
probability that the pair initially separated by a distance r
overcomes the Coulomb attraction and generates free charge
carriers (i.e., autoionization). In this model, the autoionization
of the excited state creates (with efficiency η0) a positively
charged parent ion and a hot electron with excess kinetic
energy. This is followed by a thermalization process, during
which the hot electron loses its initial excess energy due to
inelastic scattering, leading to formation of an intermediate
charge pair (CP) state of carriers bound by the Coulomb
potential. The final stage is the dissociation of the CP state
(with a probability Pdiss) which proceeds more efficiently at
higher applied electric fields (F) and temperatures (T). The
relevant length scales are the mean thermalization length (rth)
(or the initial CP separation) and the critical Coulomb radius
rC of thermal dissociation of the CP state (also called the
Onsager radius) given by

πεε
=r

e
k T4C

2

0 B (27)

At low electric fields, the dissociation probability is
Pdiss(rth,F,T) = exp(−rC/rth)(1 + δrC) with δ = eF/(2kBT).

214

The quantum efficiency of free charge carrier generation η is
then a product of η0 and Pdiss. The parameter η0 is generally
considered to be independent of applied electric field, but this
has been questioned in several studies.215−217 The Onsager
model also predicts a strong dependence of η on the
wavelength (or frequency ν) of excitation, with photo-
generation efficiency218 increasing at hν > Eth approximately
described (near Eth) by η ∼ (hν − Eth)

5/2. Here Eth is a
threshold energy (that has been used as a measure of the
bandgap of the material) above which intrinsic charge
photogeneration can be observed. For example, in Pn the
bandgap of 2.25 eV was derived from the steady-state
photocurrent dependence on the photon energy (hν).219

Despite its earlier success in describing charge generation in a
wide variety of materials, including molecular crystals and
photoconductive polymers,218,220 in many reports the observed
photogeneration efficiencies modeled by the Onsager model
produced unrealistically high thermalization lengths, in part due
to unrealistic boundary conditions with a zero reaction radius.
Noolandi and Hong221 solved the problem with more realistic
boundary conditions, incorporating a finite recombination rate;
their exciton dissociation rates were, for example, shown to be
in agreement with those obtained from kinetic Monte Carlo
simulations of 1:1 P3HT:PCBM blends.222 Sano and
Tachiya223 incorporated a finite intrinsic recombination rate p
= kETR where R is the separation between the electron and hole
and kET is the electron transfer rate. Several empirical models
have been proposed that take into account nonzero reaction
radius and a finite recombination rate.224,225 Such approaches
typically assume that the dissociation probability is given by

= +P k k k/( )diss d rec d (28)

where kd and krec are dissociation and geminate recombination
rates, respectively, and kd depends on the initial separation R
and electric field F. In Braun’s formulation,226 often referred to

as the Onsager−Braun theory, the exciton dissociation rate is
given by

= − −k F
Dr

R r R
J b b( )

3
exp( / )

[2 2 ]/ 2 ]d
C

C
3 1

(29)

Here D is the sum of the diffusion coefficients of the cation and
anion, rC is the Coulomb radius of eq 27, J1 is the first-order
Bessel function, and

π
=

ϵϵ
b

e F
k T8 ( )

3

0 B
2

The expression above also assumes that exp(rC/R) ≫ 1,
which is valid for nonpolar systems.225 The Onsager−Braun
theory has been extensively used in modeling photocurrents in
organic solar cells and other optoelectronic devices.120,227−231

Kinetic Monte Carlo simulations of dissociation rates in
disordered D:A blends showed a reasonable agreement with
this theory at intermediate electric fields.232 However, in order
to fit experimental OPV J−V data in the framework of this
model, typically unrealistic assumptions about mobility or CT
state lifetimes are required.233−236

Wojcik and Tachiya225 pointed out that the expression (28)
assumes that both dissociation and geminate recombination
follow the exponential kinetics, so that it implies that the
probability that the electron−hole pair survives recombination
until time t is

= + − − +W t P P k k t( ) (1 ) exp( ( ) )diss diss rec d

where Pdiss is given by eq 28. However, it was shown by Sano
and Tachiya223 that W(t) follows more complicated power-law
dynamics given by

π

∼

+
− − + −

W t

r R Dr pR r R
r

Dt

( ) 1
1

1 exp( / ) ( / ) exp( / ) ( )C C C

C
2 1/2

One particular assumption of eq 29 questioned by Wojcik
and Tachiya was that eq 29 relies on the electric field-
dependent dissociation rate derived by Onsager in 1934 for the
case of reversible equilibrated bulk recombination, which is not
applicable to the situation of geminate recombination. Instead,
they proposed exact extension of the Onsager theory of
geminate recombination. At low electric fields (<105 V/cm),
the exact dissociation probability matched well with that of eq
28 with the kd similar to that of eq 29 but with the factor of 3
eliminated from the numerator (which is referred to as the
“modified Braun theory”). (Physically, the elimination of the
factor of 3 from eq 29 was explained by redefining the
recombination volume.) At higher electric fields, however, the
modified Braun theory overestimated the dissociation proba-
bility as compared to the exact theory, with a progressively
worse agreement at the increased initial electron−hole
separation and/or dielectric constant of the medium. In the
same work,225 recombination over a range of distances (rather
than at a set distance R) was also explored, which made the
model more flexible and potentially applicable to charge
generation in conjugated polymers. The case of reversible
equilibrated bulk recombination in the context of charge
generation was recently discussed by Burke et al.,237 who
argued that, in most organic solar cells, free carriers are in
equilibrium with the CT states from which they are created. In
this formulation, the charge generation rate is determined by
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the density of CT states and the average CT recombination rate
constant (kr,CT) and the CT state dissociation rate constant is
directly related to kr,CT and the Langevin reduction factor γ/γLan
(see Section 5.2.1).
Falkowski et al.216 considered various distributions of the

initial electron−hole pair separation distances and found that
charge photogeneration is significantly enhanced, especially for
lower electric fields, in the case of broader initial separation
distributions and smaller recombination velocities. Rubel et
al.238 calculated analytically the probability of electron−hole
pair dissociation on a 1D chain in the presence of static
disorder due to the Gaussian distribution of local transition
rates and site energies. They arrived at the dissociation
probability given by239

τ

τ
=

+
=

+ ∑ =
−

→ +
− −( )

P
k

k k a exp
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where an→n+1 is the Miller−Abrahams’s hopping rate for the
hole given by
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Here ν0 is the attempt-to-jump frequency, γ is a measure for
the electronic coupling, and En is the hole energy on site n. As
an example, the authors calculated the probability of exciton
dissociation at the D/A interface as a function of applied
electric field, and it was established that the disorder promotes
exciton dissociation at low electric fields and suppresses it at
higher fields.
Given the importance of charge generation in D/A HJs,

several models were developed that specifically addressed the
presence of the HJ. Wojcik and Tachiya240 developed an
analytical model for geminate recombination in D/A HJs based
on the Smoluchowski equation. They derived the electron-pair
survival probability W(t) that decays as t−1 at longer times (t)
and argued that the 3D system with a HJ is mathematically
equivalent to a 4D anisotropic system without a HJ. It was then
emphasized that increasing the dimensionality promotes charge
generation and, thus, introduction of the HJ increases the
charge carrier escape probability. The effect of the system
dimensionality on charge generation efficiency was also
discussed from the standpoint of entropy (Section 3.3.2.2).241

Petersen et al.227 argued that the Onsager−Braun formalism
assumes an isotropic active material with the exciton
dissociation rate kd being an even function of the electric
field F, and that this assumption is not valid for CT states in
planar HJs. An alternative model was introduced, which
considers a temperature (T) dependent dissociation rate kd
and introduces an electric field- and temperature-dependent
term BCT(F,T) into eq 28, which yields

=
+

P
1

1
diss k

k T B F T
1

( ) ( , )
r

d CT (32)

with = − −B F T( , )CT
Fer k T k T
Fer

(1 exp[ / ])s

s

B B , where rs is the effective

electron−hole separation distance. The same work also
introduced the field-dependent tunneling model for the case
when charge generation is limited by the dissociation of the

initial Frenkel exciton rather than that of the CT state. In this
case a functional form of the Pdiss was similar to that of eq 32,
but instead of BCT(F,T) it featured a temperature-independent

factor BFE(F) such that = γα
γα

− −B F( )FE
F e e

F
(1 exp[ / ])

, where γ and

α are the inverse localization radius and excited state
polarizability in the direction of the applied field, respectively.
These models were then used to simulate the J−V character-
istics of a merocyanine dye/C60 planar HJ. The authors were
able to reproduce the photocurrent dependence on the electric
field and on the film thickness with the CT state dissociation
model and weak temperature dependence of the photocurrent
with the field-dependent tunneling model.
Servaites et al.233 built on the hot exciton dissociation model

originally developed by Arkhipov et al.242 for conjugated
polymers, incorporating vibrationally assisted hot dissociation in
the exciton dissociation probability. The model addressed
experimental evidence for the importance of ultrafast charge
separation (at time-scales similar to those defined by vibrational
frequencies) for high-performance solar cell materials.243,244 In
Arkhipov et al.’s model, external field lowers the energetic
barrier for geminate pair dissociation, and the model assumes a
thermally assisted mechanism and a Boltzmann rate of
dissociation, which implies long enough time-scale for a local
thermal distribution to be reached. Servaites et al. modified the
Arkhipov’s expression for the dissociation probability by
replacing the excess energy hν−Eg with ΔGCS, which is the
offset between the energies of the S1 exciton and of charge
separated states (CS) at the D/A interface (ΔGCS = Eg,D − (IPD
− EAA), where Eg,D is the optical bandgap of the donor, IPD is
the ionization potential of the donor, and EAA is the electron
affinity of the acceptor). Additionally, the integration was
limited to the [kBT, kBT + ⟨ECS⟩] region, where ⟨ECS⟩ ≥ αΔGCS
with α = kB/C (C is the local heat capacity). With these
modifications, the dissociation probability is given by

∫υ
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where ν0 is the attempt to jump frequency, β is the first-order
decay constant of the excess thermal energy, Ephon is the local
phonon energy available for dissociation, EGP is the geminate
pair binding energy, F is the electric field, and z is the cosine of
the angle between the electric field and the dissociation
direction. This model was then used to calculate PCE as a
function of ΔGCS. It was able to reproduce the high PCEs
achieved with moderate bandgap polymers (Eg,D ∼ 1.6−1.7 eV)
and to explain the reduced charge separation efficiency in
systems with low ΔGCS.
While the Onsager model and its extensions are premised on

a point charge approximation, such approximation is not readily
applicable to conjugated systems with a more delocalized
excited state, exemplified by conjugated polymers.245,246

Arkhipov et al.247 explicitly introduced conjugation effects by
considering the effective mass of a hole on a polymer chain.
This was motivated by the need to better describe
experimentally observed weak temperature dependence of the
photocurrent in, for example, MeLPPP, which was not
supported by Onsager approach-based models. In this model,
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after photoexcitation of the polymer donor, the electron is
transferred to the acceptor (which in pristine polymers could be
provided by an inadvertent impurity),248 while the hole, still
bound to the electron by Coulomb interaction, remains on the
polymer chain and is delocalized within the effective
conjugation length. This delocalization was described as zero-
point quantum oscillations in the Coulomb potential of the
electron, which are associated with an energy that depends on
the effective mass of the hole (meff) and ultimately assists the
hole in overcoming the Coulomb potential. This model was
applied to two physical situations: low concentration of
acceptors randomly distributed in a polymer matrix (dopant-
assisted charge photogeneration248) and extended D/A inter-
face such as in a bilayer system (interfacial dipole-assisted
charge photogeneration247).
In the dopant-assisted charge photogeneration model, the

dissociation probability at a site with a polymer chain-isolated
acceptor separation r is248

ν τ γ

γ
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−
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Here ν0 is the attempt-to-jump frequency, τ0 is the exciton
lifetime, and γ is a measure for the electronic coupling. Emin is
the energy of the hole, and Umax is the maximum value of the
total potential given by the sum of the Coulomb potential and
that created by the applied electric field. Then, Pdiss(r) is
combined with a Poisson distribution function accounting for a
random distribution of distances r and integrated over space to
produce the overall dissociation yield.248

The Arkhipov et al.’s interfacial dipole-assisted charge
photogeneration model247 presumes that there is a partial
charge separation at the D/A interface in the dark, which
creates an array of immobile interfacial dipoles formed by the
holes on the donor (+αe) and electrons on the acceptor (-αe).
Here the parameter α is a measure of the dipole strength and e
is the elementary charge. Immediately after exciton dissociation,
the hole is considered to be delocalized along the polymer
chain, which is described by the effective mass meff, whereas the
electron is localized at the acceptor molecule. Interaction
between the hole and the discrete partial positive charges from
the interfacial dipoles leads to quantization effects and supplies
the hole with the kinetic energy dependent on meff. The model
predicted a dramatic increase in the dissociation probability as
the dipole strength α increased and/or the hole effective mass
decreased. However, in the range of electric fields (≤105 V/cm)
relevant for optoelectronic devices, high exciton dissociation
efficiencies were predicted only for meff ≤ 0.3 me (where me is
the electron mass), which are unrealistic for organic disordered
materials.
The theory was further developed by Baranovskii and

collegues,249−251 showing that unrealistically small effective
masses were not necessary. They considered two situations: the
presence of discrete interfacial dipoles (a similar assumption to
that of Arkhipov et al.247), with several modifications of the
model as discussed below, and the presence of the dipole
smeared along the polymer chain. The former model (Figure
6(a)) led to the relaxed requirements for the effective mass meff,
so that high dissociation efficiencies could be obtained with meff
= me (Figure 6(b)). The main modifications with respect to

Arkhipov et al.’s original model concerned the initial placement
of the hole with respect to the dipoles, inclusion of the
interaction between the hole and up to 100 dipoles on each
side of the hole (and not only nearest dipoles), and the
redefined criterion for dissociation.249 This model, in
conjunction with Arkhipov’s dopant-assisted charge generation
model,248 was successful in explaining the electric field
dependence of the charge photogeneration efficiency in a
variety of polymer/C60 planar HJs.

245 More recently, it was also
used to show that hole delocalization (quantified by meff) was
responsible for the reduced CT state binding energies in
polymer/C60 bilayers, eliminating the need for the excess
energy.252

3.2. Computational Efforts

3.2.1. Methods Involving Electronic Structure Calcu-
lations. Although the analytical models discussed above
incorporate the effects of many physical parameters on charge
generation, they do not capture the differences in performance
of various materials caused by the differences in their chemical
structure and the physical properties of the interfaces.
Theoretical efforts that incorporate such effects, as well as the
pros and cons of various methods, were recently reviewed in ref
212. These include the DFT and Hartree−Fock methods for
predictions of structure-electronic property relationships,253

TDDFT for modeling excited states of molecules,254 con-

Figure 6. (a) Schematics of a charge photogeneration model
incorporating interaction between the delocalized hole on a polymer
chain and a large set of the discrete interfacial dipoles. The magnitude
of α represents a dipole strength. (b) Electric field-dependence of the
dissociation probability of the electron−hole pair obtained for different
effective masses of the hole (meff) and dipole strengths α. Reprinted
from ref 249. Copyright 2012 American Chemical Society.
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strained DFT (CDFT) and many-body methods (such as
Green’s function GW and Bether−Salpeter (BSE) approaches)
for computing charge transfer state properties,255,256 and QM/
MM calculations for incorporating the effects of microscopic
polarization of the medium. Recent advances in the DFT
methods enabling theoretical predictions of the ground and
excited states of organic materials were summarized in ref 253.
The particular properties under investigation include effects

of donor and acceptor molecular alignment on the CT state
energy and dynamics, of the local dielectric environment and
disorder on the energetic landscape at the interface and its
effect on charge separation, and of the dynamics of molecules at
the interface on charge separation. Several examples of insights
obtained from such studies on small molecules, polymers, and
their D−A HJs are given below; for a detailed discussion, see ref
212 and relevant references in Table S1.
Poelking et al.257 developed an approach that includes a long-

range charge−quadrupole interaction in calculations of hole
and electron energies for the high-performance HJs of the
dicyanovinyl-substituted oligothiophenes (DCVnTs) (which
have an ADA molecular structure) as the donor and C60. They
demonstrated that long-range electrostatic effects fostered by
mesoscale structural order determine the energy levels at the
D/A interfaces. The authors further discussed that their
findings are applicable to a wide variety of ADA materials
(for example, high-performance small-molecule solar cell
materials patented by Heliatek).
Troisi258 considered crystalline donor and acceptor materials,

modeled as 2D lattices separated by a defect-free interface, and
included multielectron states (DAA instead of DA, so that
possible CT states are D+AA− and D+A−A) in calculations. The
initial state was a delocalized Frenkel exciton (FE) (Section
2.2), the final states were the CT states, and the Hamiltonian
included coupling between the FE and CT states as a
perturbation. The study concluded that the charge separation
relies on the electronic coupling between the donor and
acceptor orbitals (i.e., on the corresponding bandwidths,
because they increase the effective coupling between the initial
FE and the final CT state). It was also emphasized that the
process of charge separation is an electronic process, so that
nuclear motions are not important.
On the other hand, Bedard-Hearn et al.259 found nuclear

dynamics to be important for exciton dissociation in pristine
conjugated polymers. They performed mixed quantum/classical
simulations focusing on the nonadiabatic excited state dynamics
of single and π-stacked PPV oligomers of varying length and
found evidence of charge photogeneration at various time-
scales depending on the excitation relaxation pathways. Such
pathways were determined by the nuclear dynamics that
induced nonadiabatic coupling to the excited electronic states,
which was in turn influenced by the electric field and
conjugation length of the polymer and/or by interchain
coupling.
Various extensions of the Su−Schrieffer−Heeger (SSH)

model sought to take into account effects of electric field,
temperature, and impurities on exciton dissociation in
conjugated polymers.260,261 For example, it was found that in
cis-polyacetylene, the presence of impurities and higher
temperature reduced the critical electric field necessary for
subpicosecond exciton dissociation. Liu et al.262 included the
electron−electron correlation effects in the SSH model by
using a multiconfigurational time-dependent Hartree−Fock
formalism. They modeled singlet and triplet dissociation in

polyacetylene in the presence of the applied electric field and
found that electron−electron correlation impeded dissociation
of both exciton types, and more so in the case of triplet
excitons. Shin and Lin263 incorporated interchain π−π
interactions and dynamical electron−phonon coupling into
the SSH Hamiltonian and probed photoinduced CT at the
PPV/C60 interfaces. They found that the CT proceeded via a
nonadiabatic mechanism with an associated phonon relaxation
energy of 0.3 eV, which coincides with the common energy
offset contributing to the Voc.

209 Gao et al.264 applied the SSH
model to polymer/polymer D/A HJs and found that the critical
energy offset for the CT is determined not only by the Frenkel
exciton binding energy, but also by that of the CT state.
Caruso and Troisi265 calculated a long-range electron transfer

rate in a polymer:fullerene system (exemplified by the
P3HT:PCBM). They hypothesized that the electron can tunnel
at long distances if the barrier for tunneling is sufficiently low
and concluded that such tunneling enables long-range exciton
dissociation, when excitons are away from the D/A interface by
tens of angstroms. Vaźquez and Troisi266 examined effects of
static disorder at the D/A interfaces in a 1D system of N donor
and N acceptor molecules and obtained the exponential
dependence of exciton dissociation rates on the exciton−
interface separation with the disorder-dependent decay
constant. They concluded that the final states are hot CT
states with well-separated electrons and holes. Lee at al.267 used
semiclassical quantum dynamics at <100 fs and Redfield theory
at 10−100 ps to probe dissociation and relaxation of CT states.
They considered a fixed point charge (hole) on the donor and
treated the acceptor as a finite 1D lattice. They found that CT
states can evolve to charge separated (CS) states on <100-fs
time-scales due to quantum diffusion, without the need for
formation of hot/delocalized CT states. On picosecond time-
scales, the CS states relaxation to the low-energy CT states was
observed due to the interaction with the thermal bath.
Bittner and Silva53 applied a fully QM/finite temperature

exciton-lattice model to study electron dynamics of primary
photoexcitations in polymer/fullerene HJs that included effects
of π-stacking, energetic disorder, and phonon relaxation. They
found that as the energy offset between the donor and acceptor
increased, an increasing density of long-range CT states
(polarons) became isoenergetic with the photoexcited exciton
state, which facilitated resonant tunneling. In polymer/fullerene
HJs, resonant tunneling enabled by environmental fluctuations
generated “current-producing” states at 35 fs and pinned CT
(exciplex) states at 43 ps after ultrafast excitation.
Yao et al.268 applied the Wigner function formalism to

solving hierarchy equations of motion to take into account
effects of phonons, or dynamic disorder, on exciton dissociation
in D/A HJs. Considerable deviations from the Onsager−Braun
theory were found in the presence of phonons, and the
inclusion of electron−phonon coupling increased the photo-
current. In a follow-up work, Yao54 studied how ultrafast
coherent dynamics and delocalization could contribute to the
process of charge photogeneration using the framework of the
spin-boson model and employing the time-dependent density
matrix renormalization group algorithm. Energy conversion
efficiencies of more than 90% were predicted if the quantum
coherence is fully utilized, in the absence of incoherent loss
such as nongeminate recombination. Large enhancements in
efficiencies due to quantum effects (such as coherent
superposition of states) have been predicted in other studies
as well. For example, an efficiency boost by 25%−40%,
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depending on the temperature, was obtained in the presence of
coherent electronic coupling between the donor states.269

3.2.2. Monte Carlo Simulations. Kinetic Monte Carlo
approaches enabled valuable insights into the types of
morphology270−275 that promote charge photogeneration and
explored the effects of excess energy, local mobility,222

conjugation length,232 and disorder234 on charge separation.212

Pre-2011 work was summarized in ref 276. Examples of more
recent studies and the insights they offered are given below; a
more comprehensive discussion can be found in ref 277.
Lyons et al.274 examined the relative effect of domain size,

purity, and quality of the interface on the OPV performance.
This study established the need to control the interaction
parameter χ between the two components of the D:A blend,
which quantifies the interfacial width between the domains
(scaling as ∼χ−0.5) in the framework of the Cahn−Hillard
model. (This parameter can be controlled, for example, by
using additives in solvents or solvent mixtures.278) The 0.05 ≤
χ ≤ 0.08 range was explored, and it was concluded that when
the interfaces between the domains are sharp, up to 30%
improvement in the photocurrent can be achieved even in
morphologies with impure domains and poor electrode
connectivity.
Jones et al.235 studied CT separation dynamics depending on

the energetic disorder and BHJ morphology. They modeled
charge carrier hopping using Marcus rates (eq 21) and
determined the CT separation and recombination dynamics
at various electric fields. The simulations revealed a multi-
exponential geminate recombination rate which was analyzed
using the Wojcik and Tachiya model (Section 3.1).225 Two
recombination pathways were identified, which incorporated
field-independent (intrinsic) and field-activated exciton dis-
sociation.
Heiber and Dhinojwala279 considered the effects of excess

vibrational energy and delocalization on charge separation in a
bilayer D/A system (exemplified by P3HT/PCBM). They
found a significant decrease in geminate recombination as the
exciton interaction radius increased. Additionally, it was
concluded that the hot charge carriers must hop 100−1000
times faster than the relaxed carriers in order for the excess
vibrational energy to contribute to charge separation (thus
outcompeting energy dissipation). In the subsequent study,270

the authors simulated exciton−exciton annihilation using
conditions close to those used in transient absorption
experiments in P3HT:PCBM blends. The range for the values
of the exciton delocalization radius was estimated based on the
comparison of the simulated exciton concentration dependence
on the pump intensity with experimental data. Next, exciton
dissociation and recombination were simulated, depending on
morphology. The exciton delocalization radius yielded only 1−
2 nm, and it was concluded that exciton delocalization could
not be the dominant factor behind efficient charge separation in
these blends.
Heitzer et al.275 explored the effects of initial exciton

delocalization on charge separation in BHJs (exemplified by
various high-performance polymer:fullerene, small molecule:-
fullerene, and polymer:polymer blends) with different domain
sizes and 10 different morphologies that included mixed and
pure domains. They established that up to 40% of excitons that
undergo subpicosecond dissociation exhibit this behavior even
in the absence of delocalization, due to solely geometrical
factors (such as high surface to volume ratio and high fractal
dimensionality of the domains). The remaining 60% of ultrafast

dissociation could be equivalently explained by impure domains
or exciton delocalization, thus questioning whether exciton
delocalization is indeed essential for efficient exciton dissoci-
ation. Jones et al.280 explored the importance of CT state
delocalization and concluded that hot CT state delocalization
cannot be the sole reason behind the high efficiency achieved in
polymer:fullerene OPVs. Instead, they emphasized spatial
variation in energy levels due to, for example, aggregation, as
the major contributing factor to charge generation.
Maqsood et al.281 considered exciton migration, followed by

dissociation or recombination, in 3D by FRET using 10
different geometries representing planar HJs or various BHJ
morphologies. They found that, at low energetic disorder (DOS
width σ < 50 meV), the exciton transport depended on the
mesoscopic ordering, average domain size, and energetic
disorder. In contrast, at high disorder (σ > 50 meV), the
exciton dissociation probability was independent of morphol-
ogy-related factors and was determined only by disorder.
Van Eersel et al.234 analyzed the J−V characteristics

measured in pristine MDMO-PPV, PCBM, and MDMO-
PPV:PCBM BHJs in the hole-only SCLC regime. They applied
a fitting procedure of ref 282 and a framework of the extended
Gaussian disorder model (EGDM)283 (Section 4.2.5) to extract
parameters pertaining to hopping transport: the attempt-to-hop
frequency ν0, the width of the Gaussian DOS σ, and the
nearest-neighbor distance ann. Then, these parameters served as
an input for kinetic Monte Carlo modeling that used Miller−
Abrahams hopping rates to calculate exciton dissociation and
recombination yields. It was concluded that exciton dissociation
proceeds via a two-step process: CT state formation driven by
the band offset followed by charge separation driven by the
relaxation in the DOS. This process was found to be weakly
temperature and electric field dependent, and the majority of
excitons dissociated into free charge carriers at all fields. The
small fraction of polaron pairs that instead recombined
exhibited a strong electric field dependence of the recombina-
tion yield, which led to the conclusion that the field
dependence of the polaron pair recombination yield cannot
be a relevant measure for the exciton dissociation yield.

3.2.3. Device Modeling. Device modeling efforts focused
on simulations of J−V characteristics in solar cells229,231,284−294

or SCLC-regime diodes295,296 and time-resolved photo-
currents120,297−303 using various modifications of the semi-
conductor drift-diffusion model adapted for a particular
material and device geometry. A comprehensive review of
device modeling of organic BHJ solar cells can be found in ref
304.
The main considerations in organic optoelectronic device

modeling can be summarized as follows. Continuity equations
for hole and electron densities coupled with the Poisson’s
equation and with drift-diffusion equations, which describe drift
and diffusion of charge carriers, the effect of space charge, and
charge carrier generation and loss in semiconductor devices,
serve as a foundation. Then, features specific to organic
materials are incorporated into the equations. These include the
electric field and temperature dependence of charge generation
and mobility,236,284,305,306 properties of charge traps and DOS
distribution,119,307,308 and various nongeminate recombination
mechanisms.290,307,309 Also important is to take into account
optical effects such as a nonuniform optical absorption profile
and interference (that determine the exciton generation rate
and resulting exciton diffusion).310−312 Finally, a major step is
the explicit incorporation of the microstructure of organic films
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into modeling (in contrast to effective medium ap-
proaches).271,272 Below, selected examples illustrating some of
these aspects are provided.
Giebink et al.313,314 extended the “ideal diode” (or Shockley)

equation, which describes recombination at (and diffusion to)
p−n junctions, to organic (excitonic) semiconductors. They
developed an analytical formalism describing J−V character-
istics in an OPV, which incorporated the voltage dependence of
the photocurrent due to electric field-dependent polaron pair
dissociation in the framework of Onsager−Braun theory (eq
29). The model was able to reproduce the double exponential
character of a forward-biased dark current, the HJ ideality
factor, the S-kink behavior,315 and the voltage dependence of
the photocurrent in planar HJs.
Arnab and Kabir316 proposed an analytical model for J−V

characteristics in organic BHJs that incorporated exciton
dissociation (described by the modified Braun model, Section
3.1), optical effects, and voltage-dependent dark current. They
were able to reproduce data from P3HT:PCBM and
PCPTBT:PCBM solar cells, without accounting for bimolecular
recombination. Ibrahim et al.317 incorporated bimolecular
recombination in their analytical model assuming a uniform
recombination rate. Neher et al.318 considered the effect of low
charge carrier mobility on the J−V characteristics (with
otherwise “ideal conditions”, that is the absence of electric
field-dependent charge generation, of space charge field
formation due to unbalanced electron and hole mobilities,
and of surface recombination). They introduced a dimension-
less parameter (α of eq 58, Section 11.1.1.1) into the Shockley
equation that accounts for transport-limited photocurrents and
proposed it as a new figure of merit for organic solar cells
(Section 11.1.1.1).
MacKenzie et al.307 modeled the TPV data obtained from

P3HT:PCBM solar cells by solving the drift-diffusion equations
that explicitly incorporated DOS and carrier density-dependent
mobility into nongeminate recombination rates. They consid-
ered a Gaussian DOS, an exponential DOS, and a superposition
of the two and concluded that exponential DOS was essential in
reproducing experimental J−V characteristics. Wheeler et al.309

included surface recombination into the model. They compared
J−V charac ter i s t i c s exper imenta l l y measured in
PCDTBT:PCBM solar cells with untreated NiO (workfunction
of 4.85 eV) and O2 plasma-treated NiO (workfunction of 5.3
eV) interlayers with simulations and quantified large changes in
the Voc due to surface recombination.
Many studies emphasized the need to include injected

(“dark”) charge carriers in the photocurrent simulations due to
their contribution to the space-charge distribution, providing an
additional bimolecular recombination channel (i.e., due to
recombination between photogenerated and injected car-
riers),120,319 and potentially producing photocurrent multi-
plication effects.292,294 The effects of non-negligible dark
currents on optoelectronic device characteristics have been
experimentally observed in solar cells, photodetectors, and PR
devices. For example, Li et al.320 observed that dark leakage
currents were detrimental to Voc in small-molecule planar HJs.
General discussions of contributions of effects imposed or
facilitated by electrodes (including injection of dark carriers) to
the experimentally observed photoresponse can be found in
refs 321−325.
Street et al.326 showed that the photocurrent in

PCDTBT:PCBM solar cells was reduced at a forward bias
when the series resistance was large. They provided an

analytical expression that allows for determination of the series
resistance from dark diode characteristics, which then enables
calculation of the “internal” photocurrent from the exper-
imentally measured photocurrent values.
Several studies incorporated dopants into their model,231,327

which either could be intentionally introduced to tune the
conductive properties of the material328 or could be uninten-
tional due to, for example, charged defects.329

Many device modeling studies utilized an effective medium
approach,284 in which the complex morphology of the D:A
blend is neglected and effective parameters (such as effective
mobility, DOS, etc.) are used. This approach was used to
examine the effects of injection barriers, selective contacts,
different charge generation and recombination mechanisms,
and series resistance on the J−V and time-dependent
photocurrent characteristics.120,292,294 However, given that
morphology is of critical importance for optoelectronic
properties of organic devices, considerable effort has been
devoted to incorporating information on the microstructure
into device modeling. Maturova ́ et al.271 solved the drift-
diffusion, continuity, and Poisson equations on the 2D grid,330

on which donor and acceptor phases were defined by mapping
the 3D morphology on 2D. The geometry of various phases
was obtained from AFM, TEM, and STM of polymer:PCBM
blends, and each phase was characterized by its own set of
parameters (charge generation rate, mobilities, dielectric
constant, etc.). The simulated J−V characteristics were then
compared with experimentally measured ones. The authors
concluded that phase-separated morphologies with sub-50-nm
features yielded the best performance. Ray et al.331,332 explicitly
incorporated the effects of morphology by using the Cahn−
Hilliard model to generate various morphologies followed by
solving drift-diffusion equations to obtain solar cell J−V
characteristics. They showed that the PCE of random-
morphology BHJs is reasonably close to that of the perfectly
ordered fin-like (interdigitated) structure, so that the intrinsic
randomness of solution-deposited BHJs does not represent an
intrinsic limitation to the PCE. They also concluded that the
short-circuit current Jsc is considerably more sensitive to
morphology than the open-circuit voltage Voc.

332

Simulations of time-resolved photocurrents have been
utilized in deconvolution of contributions of charge photo-
generation efficiency, mobility, trapping, and recombination
rates to the photocurrent, depending on the time-
scales.120,297−303 MacKenzie et al.333 modeled ∼100 ns to
100 μs transient photocurrents in P3HT:PCBM solar cells by
incorporating a discretized DOS into a time-domain drift-
diffusion model. With a DOS consisting of several energy-offset
Gaussians, the authors were able to reproduce both the
photocurrent dynamics and the steady-state solar cell character-
istics with the same set of parameters. Johnson et al.120

incorporated several charge generation and recombination
pathways into modeling of nanosecond time-scale photo-
currents in pristine diF TES-ADT films and several ADT-based
blends in devices with planar electrode geometry. They were
able to model the electric field dependence120 and light
intensity dependence334 of photocurrent dynamics with one set
of parameters and quantified changes in charge generation and
transport characteristics depending on the acceptor and on the
film morphology and crystallinity.300,335 In the subsequent
study, Paudel et al.300 used a similar approach to establish that
ultrafast charge generation efficiency (ηSSC in Table 2) in ADT-
based small-molecule D:A blends was promoted by crystallinity.
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In addition to the time domain, modeling of frequency-
dependent (photo)conductivity has been carried out, providing
information on trap DOS,336,337 carrier concentration-depend-
ent mobility,338 and recombination rates.339

Given the complexity of the models that involve a
considerable number of parameters (pertaining to charge
generation, transport, recombination, and trapping/detrap-
ping), many of which cannot be determined experimentally, a
robust validation procedure is desirable. Many studies relied on
a good agreement between the modeling results and the
experimental data, including additional mechanisms if a
satisfactory agreement was not produced with existing
formulations.120,228,284,307 Some studies clarified roles of various
parameters through analytical modeling293,340 and sensitivity
analysis.341 Johnson et al.120,334 modeled time-resolved photo-
currents by introducing constraints on selected parameters
available from other experiments and fitting several data sets
(e.g., photocurrents at various electric fields and/or light
intensities) simultaneously, with one set of parameters subject
to particular laws. Set et al.288 studied which parameters can be
reliably extracted from solar cell J−V characteristics and argued
that while the charge generation rate can be reliably extracted
from the J−V measurements alone, the effective DOS and built-
in electric field, as well as the mobility and recombination
factor, are clustered pairs that can only be decoupled using
other characterization techniques. More work is needed to
determine the appropriate constraints for the models and
reliable standardized procedures of their validation.

3.3. Experimental Evidence

The questions pertinent to charge photogeneration that have
been discussed in the literature include intrinsic versus extrinsic
charge generation, driving forces behind charge generation, and
relevant time-scales, pathways, and efficiencies of charge
generation. In this section, examples of experimental evidence
addressing these questions are discussed. Additional examples
are given in Section 7.1 as an illustration of experimental
capabilities and of unique insights they provide.
3.3.1. Ultrafast- vs Longer-Time-Scale Charge Carrier

Generation. Charge generation on subpicosecond time-scales
has been reported in various molecular crystals and
films,198,200,201,342 conjugated polymers,197,343 and their HJs344

using various modalities of ultrafast spectroscopies and fast
time-resolved photocurrents in device structures.300,345−347

Table 2 provides examples of observations of ultrafast charge
generation in pristine materials, along with conditions under
which experiments were carried out and with other pertinent
observations (such as temperature and/or excitation wave-
length dependence).
Charge generation via several pathways has been observed in

many materials, both pristine and D-A, with each pathway
associated with its time-scale, efficiency, and dependence on
external parameters.120,348,349 For example, in small-molecule
D:A blends based on the diF TES-ADT donor, ultrafast charge
separation with ∼4−20% efficiency (ηSSC in Table 2) was
observed, depending on the acceptor and on the applied
electric field. In addition, up to a ∼20−50% (∼10%) charge
generation efficiency was observed due to the donor (CT)
exciton dissociation at nanosecond time-scales.120,300 Multiple
charge generation pathways involving dissociation of donor- or
acceptor-only excitons and D/A CT excitons have also been
reported in the D−A copolymer PSF-BT films,349

P3HT:PCBM BHJs,350 SubPc/C60 planar HJs,351,352 etc.

Gehrig et al.353 observed subpicosecond charge generation in
a low-bandgap polymer PBDTTT-C:PCBM BHJ, which was
followed by a subnanosecond triplet state formation due to
nongeminate carrier recombination (Figure 7). The charge

carrier population then increased again on the nanosecond−
microsecond time-scales due to triplet−triplet annihilation that
formed higher energy excited states prone to efficient charge
separation.
In P3HT:PCBM blends, Cooke et al.344observed a sub-40-fs

generation of mobile carriers which localized within ∼120 fs
followed by recombination, possibly into an exciton, within ∼1
ps. Singh et al.204 also studied P3HT:PCBM blends and
observed that excitons reached the D/A interface within
picoseconds, forming the CT excitons. Then, the CT excitons
dissociated into mobile carriers on the nanosecond−micro-
second time-scales, with the CT binding energy depending on
the D/A interface area (the larger the area, the lower the
binding energy).
One interesting question is whether the ability of the material

to generate mobile charge carriers on ultrafast time-scales is
absolutely necessary for the optoelectronic device performance
that relies on the response to the cw excitation. Considerable
evidence has been generated demonstrating that high-perform-
ance BHJs do exhibit ultrafast charge generation.73,244 For
example, Jin et al.354 found good correlation between ultrafast
photoconductivity assessed by time-resolved THz spectroscopy
and OPV device performance. Therefore, materials exhibiting
ultrafast charge generation, which outcompetes other processes
such as unproductive (here meaning “not promoting charge
generation”) FRET or strongly bound exciplex formation,
represent a good starting point as optoelectronic materials.
However, slower charge carrier generation mechanisms may
also contribute to the device performance. For example, Kaake
et al.355 found that, in high-performance OPV blends p-
DTS(PTTh2)2:PC71BM and PCDTBT:PC71BM with IQEs

Figure 7. Normalized contour plot of the picosecond to millisecond
near-IR transient absorption data obtained in PBDTTT-C:PC60BM
blends. The top panel shows the spectra due to charged species (red)
and triplet states (black) in the polymer. Charge carriers created on
subpicosecond time-scales recombine nongeminately on the subnano-
second time-scales, creating a triplet state population (right panel).
The triplet states undergo triplet−triplet annihilation, recreating a
significant population of charge carriers at the nanosecond−micro-
second time-scales. Reproduced from ref 353. Copyright 2015
American Chemical Society.
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approaching 100%, 70% of charge carriers were generated on
the subpicosecond time-scales and the other 30% on the 1−
100-ps time-scales. This suggests that both processes are
important for achieving high IQEs. Additionally, other
processes, such as carrier transport and nongeminate
recombination, need be optimized simultaneously with charge
generation, which renders the best blends from the standpoint
of ultrafast charge generation not necessarily the best-
performing blends in devices under cw illumination.37,302,356

3.3.2. Intrinsic or Extrinsic? Intrinsic charge generation,
exemplified by generation of free carriers via a band-to-band
transition in inorganic semiconductors, does not require driving
force, and conditions under which it occurs in organic materials
have been under debate for decades. For example, using mid-IR
transient absoption spectroscopy, He et al.203 recently reported
intrinsic, band-to-band generation of free carriers, followed by
band-edge radiative recombination (with 53% efficiency) or CT
state formation (47%) on picosecond time-scales, in highly
crystalline ZnPc films grown by weak epitaxy (Table 2). The
observation was attributed to the highly ordered molecular
packing with a short π−π stacking distance of 3.4 Å, which
favored the bandlike over the excitonic picture, supporting
generation of delocalized free carriers. A tight π−π stacking was
also invoked to explain temperature- and polarization-depend-
ent power-law decay of PL in TAT crystals by Labastide et
al.,357from which intrinsic, directional charge-separated state
formation in the π−π stacking direction was inferred. In this
case, however, the observations were attributed to the strong CT
coupling along the π-stacking axis and described in the
framework of the excitonic picture of HJ-aggregates (Section
2.4.3). More studies are needed to quantify how exactly the
molecular packing drives charge separation and under what
circumstances the fully delocalized picture of band-to-band
charge generation, which requires no driving force, is
appropriate.
In contrast to intrinsic generation, extrinsic charge generation

requires driving force. Many factors may contribute to the
necessary driving force, which include excess energy, entropy,
static and dynamic disorder, local electrostatic environment,
particular aspects of crystallinity (e.g., HOMO or LUMO
bandwidths258 or packing motifs), the dynamics of particular
competing relaxation channels, external conditions (such as
electric field or temperature), etc. There has been considerable
experimental evidence that the relative importance of each of
the factors above is material-dependent,206 and criteria for what
factor takes an optimization priority depending on the material
class are necessary.
All of the factors above can promote ultrafast charge

photogeneration, and not only in D−A materials, but also in
pristine single-component systems (Table 2). Paquin et al.358

used time-resolved PL spectroscopy to show that, in pristine
P3HT films, the origin of the carriers generated on the
picosecond time-scales is extrinsic, and energy driven, due to
dissociation at the boundaries between ordered (aggregate) and
amorphous domains. Mroź et al.359 applied ultrafast spectros-
copy to demonstrate that, in disordered porphyrin polymer
films, excitons in amorphous regions dissociated with 2 orders
of magnitude higher rates than those in aggregated regions.
They concluded that disorder promotes subpicosecond
generation of polaron pairs. Kandada et al.342 observed a
subpicosecond dissociation of the nascent triplet state
(produced by a 80 fs singlet f ission) into charge carriers in Pn
films.

It has been suggested that electron−phonon coupling
(dynamic disorder) plays a considerable role in the ultrafast
carrier dynamics in Pn and rubrene crystals, either leading to
carrier localization detrimental to charge transport360,361 or
promoting charge transport362 depending on the model
(Section 4.1). In the context of charge generation, Smith and
Chin363 theoretically demonstrated that both lattice and
molecular vibrations may assist in ultrafast charge separation.
In particular, they considered nanoscale PCBM aggregates and
showed that the PCBM triple-band structure364 supports an
ultrafast charge separation at the D/A interface by a noise-
assisted mechanism.
Questions regarding the origin of photoexcited mobile

carriers have not been completely resolved even in model
molecular materials, such as Pn and rubrene.127,321,365−368 For
example, Najafov et al.369 argued that photoconductivity in
rubrene crystals is mostly due to surface effects and is due to
singlet f ission followed by triplet exciton diffusion to the surface
where they dissociate. However, Tao et al.366 observed charge
carrier generation on sub-100-fs time-scales and discussed that
unrealistically high exciton diffusion coefficients would be
necessary if the surface-mediated mechanism was behind these
observations. Instead, they argued that photogenerated carries
are mostly generated in the bulk, either by impurity-facilitated
exciton dissociation or direct self-trapped exciton dissociation
with a small (0.035 eV) binding energy. (For example, an
increase in photocurrent has been previously observed in
oxidized rubrene due to formation of the oxygen-related band
gap state that acts as an acceptor.370) Yada et al.,200 based on
their broadband THz spectroscopy results, proposed several
processes contributing to generation of mobile carriers in
rubrene at subpicosecond to ∼50-ps time-scales, with the fast
(sub-500-fs) generation of mobile holes enabled by fast
electron trapping. Irkhin et al.367 developed a method that
can separate between surface and bulk contributions to steady-
state photoconductivity in rubrene and can reversibly switch
between these two contributions. Along with the surface
conductivity being about 2 orders of magnitude higher than the
bulk one, differences in light intensity dependence of the
surface and bulk photocurrent were observed. In particular, a
strongly nonlinear behavior for the surface-mediated photo-
generation characterized by a power-law intensity-dependence
(Iph ∼ Ia) was obtained, with the parameter a changing from 1
to 1/3 to 1/4, depending on the dominant mechanism of
charge carrier recombination in the particular intensity range.
The current understanding of charge generation in pristine

polymers was recently summarized by Reid et al.371 Several
questions have been raised including the importance (or not)
of chain folds for charge generation and the effects of excimer
or other interchain species formation74 on the solar cell
performance. The need to understand the key similarities and
differences in photophysics for homopolymers and D−A
copolymers was also emphasized. Many of the issues discussed
in the context of polymers (such as the effects of excimer/
aggregate formation and of the CT character of low-energy
excitations on charge carrier dynamics) are also pertinent to
small-molecule crystalline materials.

3.3.2.1. Energy Considerations. The main energy consid-
erations pertaining to charge photogeneration can be
summarized by the two most commonly addressed questions:
(i) whether extra photon energy helps promote charge
generation and (ii) how large the D/A energy offset must be
in D/A HJs to efficiently generate mobile charge carriers.206 In
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many cases, however, there are additional energy considerations
that play a role. For example, raising the energy of triplet
excitons, to minimize back transfer from the CT state to a low-
lying triplet state of the donor, was proposed as one of the
guidelines for organic solar cell material design.372 However,
low-lying triplet states do not always represent a problem, and
the kinetics of various processes can be as important as the
thermodynamics.373 Both energetics and kinetics determine
whether formation of the donor singlet (S1) or donor CT
exciton (D-CT)374 results in their dissociation in the donor
domain, radiative or nonradiative recombination, diffusion to
the D/A interface resulting in charge or energy transfer to the
acceptor, generation of triplet excitons via ISC or SF, etc.
Early work on molecular crystals indicated that intrinsic

charge photogeneration in bulk materials proceeds with more
efficiency at higher photon energies following the auto-
ionization mechanism218 (Section 3.1) and does not occur at
wavelengths within the S0−S1 transition.2 Indeed, an increase in
steady-state photoconductivity by several orders of magnitude
was observed in Pn crystals as the photon energy increased
above the optical bandgap of ∼2.2 eV (which is about 0.4 eV
higher than the lowest energy S0−S1 transition).218,219

However, in subpicosecond- through nanosecond-time-scale
time-resolved measurements on acene crystals and films, such
enhancement of the photoresponse has not been observed
(Table 2). Therefore, it is important to understand what drives
the ultrafast charge separation in pure and highly crystalline
materials365 and under what conditions the ultrafast intrinsic
generation would become dominant over other mechanisms.
This necessitates studies of ultrafast charge carrier dynamics in
ultrapure crystals in an expanded wavelength range and
highlights the importance of several charge generation pathways
that proceed on different time-scales and follow different
mechanisms.120,259,353

The original idea behind hot exciton dissociation in
conjugated polymers developed by Arkhipov and co-workers
was that the extra photon energy results in a higher energy
electron, which promotes a larger electron−hole separation,
thus reducing geminate recombination.375 Recent work on
steady-state photocurrents in PCPDTBT and PCDTBT
pristine polymer diodes, however, emphasized the importance
of the wave function delocalization.246 In particular, in a higher-
lying state, electron and hole are more delocalized and escape
each other’s attraction via a ballistic rather than thermalization

Figure 8. Photoluminescence of CT states formed in 49:1 diF TES-ADT blends with F8 TIPS-Pn (a) and F8 TCHS-Pn (b), in the absence and
presence of an applied electric field E. The EDA is the difference in energy between the LUMO of the F8 R-Pn acceptor and the HOMO of the diF
TES-ADT donor, ECT is the CT state energy determined from the PL spectra, and τCT is the CT state lifetime. (c) Normalized photocurrent
obtained under 355-nm 500-ps excitation of pristine diF TES-ADT films and diF TES-ADT:F8 R-Pn (49:1) blends at the applied electric field of 40
kV/cm, illustrating the effect of CT states on time-resolved charge carrier dynamics. A larger TCHS side group on the acceptor, as compared to
TIPS, leads to a larger D−A separation, resulting in a less emissive CT state (which is also considerably more dissociative under applied electric field)
and in the slow charge carrier recombination dynamics (c). Higher charge generation efficiency and slower recombination in the blend with the
TCHS-containing acceptor, as compared to that with TIPS, enables up to a factor of ∼3 higher photocurrent in these blends (Figure 23). Adapted
from ref 37. Copyright 2012 American Chemical Society.
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process. This makes the photogeneration process similar to that
of autoionization in molecular crystals, which is more efficient
upon excitation of a higher electronic state but does not
improve with an additional vibrational excitation.
Based on the wavelength dependence of steady-state

photocurrent in polymer/fullerene D/A bilayer solar cells,
Hahn et al.246 concluded that dissociation of higher electronic
states proceeds more efficiently. However, excess vibronic
energy did not matter, so that the increase in the photon energy
up to ∼0.5 eV above the S0−S1 0−0 transition did not enhance
exciton dissociation, a conclusion similar to the authors’
findings in pristine PCPDTBT and PCDTBT polymers.
Jailaubekov et al.244 studied CuPc/fullerene bilayers using

TR-2PPE and concluded that charge separation must occur
within ∼1 ps after photoexcitation, during the hot CT exciton
cooling time, because the relaxed CT state is tightly bound and
cannot efficiently dissociate. This study emphasized the
importance of electron delocalization, either intra- or
intermolecular, which is in agreement with studies of various
BHJs using pump−push spectroscopy (Section 3.3.2.4). As
discussed in Section 3.2.2, the picture of CT excitons efficiently
dissociating while relaxing in the DOS was also supported by
Monte Carlo simulations.234 Deotare et al.137 probed CT
exciton relaxation in the spatial, rather than time, domain. They
used PL imaging to demonstrate that bound electron−hole
pairs that form tightly bound CT states in D:A BHJs may be
able to move over 5−10 nm distances, driven by energetic
disorder and diffusion to lower energy states, before settling
into a low-energy CT state. The electron−hole pair transport
proceeded via “inchworm”-like motion, which was hypothe-
sized to potentially be important for charge photogeneration.
Inefficient charge photogeneration from relaxed CT states

was also reported in various small molecule D:A BHJs with a
functionalized ADT donor and other functionalized ADT or
functionalized Pn acceptors. In these materials, formation of
highly emissive CT excitons (exciplexes) was observed, with the
CT state properties dependent upon the D−A LUMO offset, as
well as on the D−A separation (Figure 8) and on the packing
motif (both of which were varied by changing the side groups
on the acceptor molecule).37,356 For example, Kendrick et al.37

observed that the CT emission decreased as the D−A ΔLUMO
increased, with no emission observed at ΔLUMO > 0.6 eV. At
a fixed ΔLUMO, the D−A separation (controlled by the size of
the side groups on the acceptor) determined the CT
properties: the D−A exciplexes were less emissive and more
prone to electric field-induced dissociation when the acceptor
had larger side groups (enabling larger D−A separation)
(Figure 8). Paudel et al.356 reported that the relative packing
motifs of the donor and acceptor affected the CT state
formation: more efficient CT was observed in D/A
combinations in which donor and acceptor molecules had
similar π-stacking motifs. However, the exciplex contribution to
charge generation was small,120,300 and its formation was
detrimental for solar cell performance based on these
materials.188 Exciplex formation is a common phenomenon
occurring at D/A interfaces formed by polymer or small-
molecule donor and nonfullerene acceptors.377,378 However, in
order to utilize these tightly bound CT states in charge
generation, a mechanism is needed to reduce the binding
energy. Examples of this include energy alignment enabling
regeneration of the initial exciton by the back transfer (which
could then have a lower binding energy), as has been realized in
TFB:F8BT blends,378 or molecular structure- or morphology-

controlled D/A separation, as has been observed in small-
molecule blends.37

Grancini et al.379 employed ultrafast spectroscopy to show
that, in PCPDTBT:PCBM blends, both free polarons and CT
states were generated at sub-100-fs time-scales from singlet
excitons, but extra energy improved dissociation yields, possibly
due to higher delocalization. Dimitrov et al.380 arrived at similar
conclusions about excess energy for the BTT-DPP:PCBM
blend. They applied ultrafast pump−push spectroscopy to show
that the photon energy ∼0.2 eV above the optical band gap
doubled the quantum yield of photogenerated charges.
In contrast to the observations above, Lee et al.,381 based on

measurements of temperature-dependent IQE in P3HT:PCBM
and PPV:PCBM BHJs, reported that exciton dissociation was
independent of the photon energy, and the thermally relaxed
CT excitons dissociated with the same efficiency as hot CT
excitons. Similar conclusions were reached by Albrecht et al.,382

who measured IQE in polymer:fullerene solar cells with various
fullerene acceptors and observed similar photocurrents upon
direct excitation of the CT states and of singlet donor or
acceptor excitons. Vandewal et al.383 expanded the study to
include polymer:polymer, small molecule:fullerene, and poly-
mer:fullerene blends and showed that IQEs of up to 90% can
be achieved without relying on excess electronic or vibrational
energy. Vandewal384 further argued that the experimentally
observed temperature dependence of Voc, extrapolation of
which to 0 K is in good agreement with ECT/q (where ECT is
the energy of the CT state and q is the electron charge),385,386

provides another confirmation of carrier generation occurring
via relaxed CT states. Pensack and Asbury387 observed
temperature-independent CT exciton dissociation in
P3HT:PCBM blends using ultrafast vibrational spectroscopy
and also concluded that excess energy does not assist charge
separation in this system.
As of now, the consensus on the importance of excess energy

and on the dominant driving force behind dissociation of
relaxed CT excitons has not yet been reached, and
reconciliation between results from various measurements on
similar systems is needed. One particular concern is whether
different methods probe different populations of CT states, of
which only one population is relevant for the device
performance. Based on the available experimental evidence, it
is also clear that the excess energy requirement is material- and
film morphology/crystallinity-dependent (e.g., crystallinity has
been known to reduce requirements for energy).206 In BHJs
utilizing high-mobility donor polymers (such as DPP
derivatives) the D−A energy offset needed to drive charge
separation approaches zero (corresponding to D−A ΔLUMO
= 0.3 eV, assuming the exciton binding energy of 0.3 eV).388

The photon energy dependence of charge generation also
depends on the D−A energy offset and tends to be more
pronounced at smaller energy offsets. In this case it would also
be reasonable to expect that the charge separation must
proceed on time-scales faster than exciton thermal relaxation.
For an extensive summary of recent literature results on charge
generation proceeding via hot vs relaxed CT excitons, refer to
the review paper by Gao and Inganas̈.211 A recent review of
properties of CT states and their role in charge generation and
recombination can be found in ref 384.
Dimitrov and Durrant206 summarized material design

strategies necessary to achieve the highest possible charge
separation efficiencies, with as small as possible D−A energy
offset. These include the use of polymers with a high-degree of
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D−A character, acceptors with high electron mobility/
delocalization, as well as morphologies with different degrees
of order in which the energy offset could be provided by
differences in aggregate properties and charge separation may
proceed via entropy-driven mechanisms.
3.3.2.2. Entropy Considerations. Gregg241 discussed partial

screening of the Coulomb potential in the 2D and 3D geometry
due to the degeneracy of electronic states and associated with it
change in entropy ΔS. He argued that, in 1D materials, ΔS = kB
ln 1 = 0, and the activation energy for charge separation is high
(0.27 eV for a 1D case such as that of ZnOOEP). For a 2D
system, ΔS = kB ln(2π/a), where a is the lattice constant, and
the activation energy is reduced (e.g., 0.13 eV for a 2D case
such as that of P3HT). Finally, for a 3D system (e.g., C60), ΔS
= kB ln(4π(r/a)

2), where r is the distance between charges and
the activation energy is only 0.054 eV. Based on these
considerations, one would expect about 4 orders of magnitude
stronger charge photogeneration efficiency in 3D materials, as
compared to that in 1D. Because most polymers and small
molecules used in OPVs are π-stacked materials of dimension-
ality between 1D and 2D, this low symmetry may present an
inherent impediment to charge generation, and the success of
fullerene acceptors could partially be attributed to their 3D
symmetry. From this perspective, amorphous polymers and
glasses offer advantages over low-dimensional systems,
especially if high charge carrier mobility can be achieved in
such materials.389

Several reports in the literature specifically discussed the
contribution of entropy to charge separation. For example, Gao
et al.390 attributed temperature-dependent Voc in several
polymer:fullerene and polymer:polymer blends to temper-
ature-dependent charge separation, which they related to
entropy. In particular, the entropy contribution to free energy
decreased with decreasing temperature, leading to a require-
ment of a larger electron−hole pair initial distance for the
charges to separate at low temperatures. Monahan et al.391 were
able to observe the dynamics of entropy-driven spontaneous
delocalization of the CT exciton in crystalline Hex films. They
showed that the process was temperature-independent and it
drove the electron−hole separation from 14 to 52 nm within
100 fs.
However, Hahn et al.246 found that the entropy was not a

significant contributor to charge photogeneration in polymer
donor/fullerene bilayer solar cells. They measured steady-state
photocurrent as a function of applied electric field and
considered the electric field at which the photocurrent
saturated, Fsat, to be a measure of the electron−hole pair
binding (so that eV = eFsatr0, where V is given by eq 26, r0 is the
initial pair separation, and r0 ∼ 1/Fsat

1/2). They found that Fsat
was lower (r0 higher) in systems with polymers exhibiting
higher hole delocalization in the polymer chain (i.e., with a
stronger 1D character), which is opposite of what would be
expected based solely on the entropy arguments.
3.3.2.3. Effects of Local Interfacial Environment. There has

been increasing evidence of the critical importance of the D/A
interfacial landscape for charge separation, which necessitates
its theoretical modeling and experimental assessment.392 Apart
from energy and entropy considerations brought about by
interfaces, another parameter of importance is a local dielectric
constant. The importance of the dielectric constant for charge
separation, as expected from eq 26, has been experimentally
demonstrated,72 and one of the material design strategies has
been development of higher dielectric constant materials393,394

and composites395 (Section 9.3.3). For example, polymers393

and fullerene derivatives394 with bulk dielectric constants of up
to ∼6 were reported.
However, as pointed out by Baranovskii et al.,249 the

assumption of a low dielectric constant in organic materials may
not be valid near the D/A interfaces, where electrostatic
landscapes are highly inhomogeneous, and the molecular
orientations, particulars of their stacking, etc. could contribute
to large variations in the dielectric constant. Assessment of a
local, position-dependent dielectric constant in small-molecule
and polymer films has been the subject of several theoretical396

and experimental397 investigations. For example, dielectric
constants between 3.4 (perpendicular to the plane of the
molecule) and 15 (parallel to the plane of the molecule) were
obtained from ab initio calculations on CuPc.396 Hess et al.397

employed quasi-single-molecule fluorescence microscopy to
obtain maps of dielectric constants ε in films of PMMA and
PVDF, showing an order of magnitude variation of ε across the
PVDF film due to a distribution of structural phases in this
polymer.

3.3.2.4. Delocalization. Recent experimental evidence
suggests that charge carrier and/or exciton delocalization may
play a significant role in ultrafast charge separation, with some
of the reports discussed in the preceding sections. Bakulin et
al.73 used ultrafast pump−push photocurrent spectroscopy
combined with DFT calculations to show that charge
separation in polymer:PCBM and polymer:polymer BHJs
occurs via hot-state charge delocalization rather than via
energy-driven hopping. In polymer:PCBM BHJs, the electron
was found to be delocalized on the fullerene molecule and
could be further delocalized if additional fullerene molecules
were available. Delocalization of the hole in the band states of
the polymer, promoted by excess energy (provided by the IR
push pulse), was found to enhance long-range charge
separation. (If a polymer acceptor was used, a qualitatively
similar effect was observed.) On the other hand, Guo et al.398

observed that, in PBDTTT:PCBM BHJs, hole delocalization in
the polymer, driven by polymer crystallinity, was detrimental
for charge separation due to an enhanced probability of excimer
and other low-energy trap state formation. Geĺinas et al.399

argued that delocalized band-like states in fullerene were the
key factor for charge separation in polymer:fullerene and small
molecule:fullerene BHJs. Their modeling revealed that charge
separation proceeded either via incoherent transitions from
localized donor to delocalized acceptor states or via a fully
coherent wavepacket propagation across the interface, as both
mechanisms were consistent with experimentally observed
charge separation by ∼4 nm within ∼40 fs after excitation
without the need for the excess energy. In the absence of
electron delocalization, modeling revealed fast formation of a
tightly bound CT exciton which would not be expected to
dissociate on the ultrafast time-scales and thus was inconsistent
with experimental observations.
Bernardo et al.72 observed that in small-molecule:fullerene

BHJs the delocalized CT state dissociation depended on the
nanoscale fullerene crystallinity, and the strength of inter-
molecular electronic coupling within the crystallites was
established to be of key importance. Jailaubekov et al.244

pointed out that electronic delocalization can be intermolecular
(due to local crystallinity) or intramolecular (due to long
conjugation length in a donor polymer). Vandewal et al.383

determined that the morphology of BHJs has to be controlled
to promote delocalized CT states; however, Burke et al.237
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warned that enhanced delocalization is likely to limit the Voc
due to increased recombination.
Kaake et al.56,355,400 argued (based on the ultrafast transient

absorption results) that the initial excited state in small-
molecule:fullerene and polymer:fullerene BHJs is already
delocalized, so that the CT state is comprised of mobile
electrons and holes in the acceptor and donor domains,
respectively, and it localizes at decoherence time-scales. It was
observed that a large fraction (∼70%) of mobile charge carriers
were produced on the ultrafast time-scales, as compared to that
(∼30%) created following the exciton diffusion. The authors
also noted that excited-state delocalization is sufficient but not
necessary for efficient charge generation, and it is possible to
achieve high photogeneration efficiency from a localized
exciton diffusing to the D/A interface. Finally, it was concluded
that the process of creating a delocalized coherent super-
position of states via photoexcitation is universal, and it is
rooted in the Heisenberg uncertainty principle. This conclusion
was critically commented on by Mukamel,62 who emphasized
the difference between exciton delocalization (longer-lived
coherence due to eigenstates spread over many molecules) and
short-lived coherence between the eigenstates (e.g., a super-
position of states with well-defined phases prepared by the
incoming light). He further argued that the latter process, as
well as the invoked uncertainty principle, cannot be relevant to
the authors’ experiments and that the Marcus theory when
formulated in the delocalized basis can account for ultrafast
charge transfer. The authors then clarified401,402 that the
property under discussion is the exciton delocalization. They
further reported400 on the excited state localization in pristine
p-DTS(PTTh2)2 films via 1.1 THz (intra- or intermolecular
vibration) and 2.7 THz (torsion) modes. These were quenched
in the presence of PCBM, instead giving rise to a 2.1 THz
mode (assigned to the torsional mode frequency-shifted due to
the presence of charge), the amplitude of which increased with
the PCBM concentration and correlated with Jsc in p-
DTS(PTTh2)2:PCBM solar cells. Because of these observa-
tions, the authors concluded that the CT occurs before the
excited state localizes and that the coupling to the torsional
mode is a part of the charge generation process.
The effects of vibrational coherence on charge photo-

generation in polymer:fullerene BHJs have also been discussed.
Falke et al.59 concluded that coherent vibronic coupling
between electronic and nuclear degrees of freedom promoted
charge delocalization in P3HT:PCBM BHJs. Song et al.403

performed 2DES on P3HT:PCBM blends and demonstrated
that the vibrational coherence was directly transferred from the
P3HT exciton to the P3HT hole polaron with the same spatial
extent. They concluded that the driving force for electron
transfer originated in the strong coupling between the
photoexcited singlet states and a manifold of hot CT states,
and was not due to a favorable electron affinity of the acceptor.
3.3.3. Singlet Fission-Enabled Charge Generation.

Singlet fission (SF), a process of creating two triplet excitons
from one singlet exciton (Section 2.7.1), has generated
tremendous interest due to its potential to enable up to
200% IQEs in solar cells. However, in contrast to an impressive
number of fundamental studies of the SF process,18−20reports
demonstrating SF-enabled enhanced charge generation result-
ing in IQEs > 100% in solar cells are limited. The successful
device architectures making use of the SF involve planar D/A
HJs with the SF-efficient donor (cast in a film with thickness
within the triplet exciton diffusion length) and an acceptor with

the energy levels favoring triplet exciton ionization.404

Examples of such systems include TIPS-Pn/PbS,23 Pn or Tc/
C60,

405 and Pn/Pc (where Pc represents various phthalocyanine
derivatives).406

In Pn, the most well-studied SF material, ultrafast triplet
dissociation into charge carriers observed via ultrafast spectros-
copy was reported;342 however, Pn/C60 devices exhibited
strong triplet exciton-charge annihilation, which limited the
EQE to about ∼102% in multilayer Pn/C60 devices.407 To
confine triplet excitons and minimize the triplet exciton losses,
the P3HT layer was introduced in the device structure (i.e.,
ITO/PEDOT:PSS/P3HT/Pn/C60/BCP/Ag), which led to the
IQEs of 160% and EQEs of up to 109%.408 Jadhav et al.409

demonstrated up to ∼71% efficient SF in Tc-based multilayer
devices, but the overall EQE was below 50%. Wu et al.405 found
that thicker layers of Tc were required to compete with singlet
exciton dissociation and achieved 153% triplet yield and an IQE
of 127% in Tc/C60 planar HJs. Ehrler et al.410 demonstrated
EQEs of up to 80% and PCE of 4.7% in Pn/PbSe HJs. Yang et
al.411 combined a solution processable functionalized Pn
derivative TIPS-Pn with PbS nanocrystals with a bandgap
allowing for triplet ionization in a single-junction device to
demonstrate IQEs of up to 160% and EQEs of up to 60%,
resulting in a PCE of 4.8%. Other venues for multiple exciton
generation were also explored. For example, a functionalized
Hex derivative, in which E(S1) ≥ 3E(T1) (thus, potentially
supporting creation of three triplet excitons out of a singlet
exciton), was used as the donor in a planar HJ. However, the
EQE was limited to <1%. No studies thus far reported
enhanced PCEs based on SF-enabled charge generation in
BHJs.

3.4. Summary

There has been tremendous progress in understanding the
mechanisms of charge generation in organic materials, which
drove the design of high-performance materials reaching
unprecedented charge photogeneration efficiencies. New
analytical models, such as those explicitly incorporating
delocalization effects and vibrationally assisted hot CT exciton
dissociation, have emerged. Computational studies have
elucidated how electronic coupling between Frenkel and CT
excitons, molecular and lattice vibrations, delocalization, and
quantum coherence can drive ultrafast charge separation. Many
factors that promote charge generation have been experimen-
tally established.
However, understanding of the relative importance of various

contributions to charge separation depending on the material is
still lacking. In pristine materials, reports on intrinsic charge
generation have been limited, and further studies of how the
nature of low-energy excitons and particular aspects of
crystallinity and morphology (e.g., molecular packing and
mixed-phase structure in small-molecule solids, intra- and
interchain interactions in polymers, etc.) contribute to charge
generation are necessary. Of special interest is the case of D−A
copolymers and how their distinct from homopolymers
photophysics170 and low disorder affect the underlying
mechanisms for charge separation.
In D−A HJs, the importance of excess energy and the main

driving force behind efficient dissociation of relaxed CT
excitons are still under debate. Computational studies have
identified possible mechanisms driving efficient charge
separation without relying on extra energy, which includes
spatially varying the energy landscape at the D/A interfaces,
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Table 3. High-Mobility Materials and Their Characteristics

Type Material Mobilitya Packingb Notesc Ref

Small-molecule materials
Pn 5.5 herringbone gπ−π = 2.5% 518

hole 11 (Hall) λ = 95 meV 519
21 (THz) Jπ−π = 61 meV 520
(40) Jtilted = 69 meV 517

σ = 68 meV
J1 = 77 meV
J2 = 47 meV
J3 = 33 meV

Rubrene (20) herringbone gπ−π = 1.5% 533
(29) (THz) λ = 160 meV 200

Jπ−π = 71 meV
Jtilted = 9 meV
σ = 53 meV
W (HOMO) = 0.4 eV 3.74 Å

(40)d (4-probe) σvibr = 0.08 Å 567
J1 = 83 meV
J2 = 14 meV
J3 = 1.2 meV

t-bu Rubrene (12) herringbone 568
D-rubrene (15) herringbone deuterated 546
C10-DNTT 7.6ave, 7.9 herringbone Side chains suppress dynamic

disorder
569

DNTT (6.5ave, 6.8max) herringbone gπ−π = 2.6% 514
λ = 134 meV
Jπ−π = 31 meV
Jtilted = 65 meV
σ = 75 meV
J1 = 86 meV
J2 = 67 meV
J3 = 20 meV

diF TES-ADT (6) 2D π-stacking 3.3−3.4 Å 570,536

J1 = 113 meV
σvibr = 0.12 Å

diF TES-ADT:PS 6.7 571
diF TEG-ADT 2.3ave, 5.4max J1 = 102 meV 572
C6-DNT-VW (6.2ave, 9.5max) herringbone λ = 136 meV 573

J1 = 68 meV
J2 = 44 meV
J3 = 39 meV

Bistetracene (3.9ave, 6.1max) 2D π-stacking 3.35 Å 574
J1 = 76 meV 575
J2 = 35 meV

TIPS-Pn (8.1ave, 11max) 2D π-stacking; specific
metastable polymorph

λ = 138 meV 527
J1 = 34 meV
J2 = 54 meV
gπ−π = 0.9%
3.34 Å, 3.41 Å
σvibr = 0.09 Å

ditBu-BTBT (7.1ave, 17max) herringbone λ = 250 meV; J = 53−60 meV;
Almost isotropic J

441

C8-BTBT:PS 25ave, 43maxd Aligned crystalline grains 576
σvibr = 0.024 Å

Ph-BTBT-10 11.7ave, 13.9max herringbone 577
DATT 16 herringbone λ = 85 meV 437

J1 = 102 meV
J2 = 60 meV
J3 = 69 meV
J1 = 85 meV
J2 = 67 meV
J3 = 38 meV
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microscopic-level electrostatics, and quantum-coherent effects.
Reconciling experimental findings produced by different
techniques (especially those that are done on the ultrafast
time-scales versus in the steady state) performed on the same
system is necessary (i) to rule out the possibility that these
experiments assess different populations of excited states, only
one of which matters for device performance, and (ii) to
establish which theoretically predicted mechanism dominates
the observed behavior. This also ties to the existence of various
charge generation pathways (including ultrafast charge
separation, exciton diffusion/relaxation followed by dissociation
at longer time-scales, and equilibrated carrier recombination
into an exciton followed by its dissociation) in organic

materials, which were confirmed in both computational and
experimental studies. Their relative contribution to optoelec-
tronic device performance, depending on the material and on
the type of the device, needs elucidation.
Computational studies have revealed that delocalization of

the initial donor exciton or of the CT exciton is not a necessity
for efficient charge generation, and morphology (such as fractal
domain structure and aggregation) can promote ultrafast charge
separation without relying on any delocalization. On the
experimental side, the importance of initial exciton delocaliza-
tion for charge generation is under debate, but there has been
consistency in reports that electron delocalization in the
acceptor material promotes ultrafast charge separation. The role

Table 3. continued

Type Material Mobilitya Packingb Notesc Ref

Small-molecule materials
C10-DNBDT (14) herringbone μ increases with strain 537
[9]phenacene (10.5ave, 17.9max) herringbone 578
Picene-(C14H29)2 14.4ave, 20.9max 579

electron NDI 7.5 2D π-stacking Low humidity 580
PDIF-CN2 (6) λ = 280 meV 581

J1 = 95 meV
J2 = 65 meV
J3 = 0.1 meV

C60 6 Correlated with crystal grain size 582
F2-TCNQ (7) 2D π-stacking W (LUMO) = 0.8 eV 583
1:1TIPS-Pn:a-Meo 3.2 ave, 6.8 max doping 584

ambipolar Fm-rubrene (4.8h, 4.2e) Au/CNT electrodes 585
Polymer
hole DPP-DTT 10.5max 3.43 Å; crystallites 40 nm × 1 μm 586

DPPDBTE 8.5ave, 10.5max 3.62 Å 587
DPPDTSE 9.8ave, 12.0max 3.58 Å 587
DPP-SVS1 6.6ave, 7.7max (drop); 9.8ave, 10.3max

(sheared)
3.61 Å 588

DPP-SVS2 6.5ave, 7.4max(drop), 11.6ave, 13.9max
(sheared) (17.8 at higher V)

3.60 Å 588

PTPP-DTTE 6.8ave, 7.4max 3.47 Å 589
PDVT-10 8.2max 3.66 Å 590
PDVT-10/B-CNT
(1 wt %)

5ave, 7.2max 556

PCDTPT 23.7d 3.5 Å 562
21.3ave, 25.4maxd oriented 591
36.3max
52.7max

CDT-BTZ 18.5, 22.2maxd oriented 591
electron PDPP-CNTVT 7.0 592
ambipolar PTDPPSe1 8.8h, 4.3ed 3.6 Å; 3D conduction 593

PDBPyBT 2.8h, 6.3e 594
PTDPPSe2 6.2h, 3.1ed 593

aRoom-temperature mobility measured in OFETs unless stated otherwise (e.g., Hall effect, THz spectroscopy, or 4-probe configuration). Values in
parentheses are for single crystals; otherwise for films. When available, both average (ave) over many devices and maximal (max) values are given.
For ambipolar transport, electron (e) and hole (h) mobilities are indicated. When mobility is available in films made by different deposition methods
(e.g., drop cast or shear-deposited), the method is indicated. bPacking motif as determined from crystal structure. cAdditional information on the
material, including π−π stacking distances, transfer integrals (J), reorganization energies (λ), HOMO or LUMO bandwidths (W), and
paracrystallinity parameters (g). The set of parameters gπ−π (paracrystallinity parameter for the π-stacking direction), λ (reorganization energy), Jπ−π
(modulus transfer integral for π-stacking for ideal crystal morphology), Jtilted (modulus transfer integral for face-to-edge stacking for ideal crystal
morphology), and σ (energetic disorder) is obtained from theoretical investigations in ref 438. The energetic disorder is due to structural disorder
caused by intermolecular rearrangements, molecular deformations, and polarization effects. The parameter σvibr is the amplitude of long-axis vibration
at room temperature, taken as a measure for the extent of dynamic disorder; ref 536. The parameters J1, J2, and J3 are nearest-neighbor transfer
integrals taken either from corresponding references in the table or from ref 122. dIn ref 565, Bittle et al. argued that the I−V characteristics used to
extract peak mobilities in these references may need a more extensive analysis to account for the non-ohmicity of contacts and resulting nonideal I−
V characteristics. With that taken into account, Bittle et al. obtained a factor of ∼2−5 reduction in the mobility values (thus yielding values in the 1−
10 cm2/(Vs) range) as compared to those reported in the original references.
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of the hole delocalization in the donor material appears to be
material dependent and needs further clarification.
Several experimental studies established the importance of

vibrations and vibrational coherence for charge generation.
However, the exact interplay of localized and delocalized states
and the role of various types of coherence in charge separation
is yet to be established. Theoretical studies on the topic
produced mixed results, and better understanding of how
nuclear motion contributes to charge generation is needed.
Overall, clearer guidelines that identify dominant factors

(such as particular kinetics and thermodynamics of the donor
and acceptor molecules, excess energy, delocalization, or
favorable gradients of the interfacial energy or dielectric
permittivity landscape) depending on the material are desirable.
Theoretical models of charge generation that incorporate the
effects of delocalization, spin-dependent dynamics, and the
microscopic characteristics of the HJs are necessary. Exper-
imental studies that utilize methods that are uniquely sensitive
to coherent processes, that can quantify various charge
generation pathways, and that enable monitoring charge
carriers from their creation to extraction are also needed.
Finally, with the established techniques there are important
considerations pertaining to measurements of photoexcited
charge carrier dynamics that affect data interpretation, as
summarized in Section 7.3.

4. CHARGE TRANSPORT

In optoelectronic applications, device performance relies on the
ability of the material to conduct charge carriers. The key
characteristic that describes the charge transport properties of
semiconductors is charge carrier mobility, which depends on
the intrinsic properties of the material (such as molecular
structure and packing), on the extrinsic properties (such as the
nature of defects and their concentration), and on the external
parameters (such as electric field and temperature). For
background on charge transport in organic semiconductors,
the reader is referred to excellent books on the topic2,433 and
comprehensive reviews (Table S1).434,435

4.1. General Considerations

The nature of charge transport in organic semiconductors
depends on the interplay of electronic coupling among the
constituent molecular units, the coupling to intra- and
intermolecular vibrations, and the static intra- and intermo-
lecular disorder. Depending on the system under study (e.g.,
molecular crystals or polymers, polycrystalline or amorphous
films), these contributions vary considerably. For a qualitative
understanding of parameters that determine charge transport, a
convenient classification scheme for various contributions to
charge transport can be obtained by considering the following
one-electron Hamiltonian:2

= + + + +H H H H H H0 1 2 3 4 (35)

with each term describing the following contributions:

∑ ∑ ω= + ℏ +† †H E a a b b( 1/2)

electronic and vibrational excitation
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Here an
†(an) is the creation (annihilation) operator for an

electron in an orbital of energy En at the molecular site n and
bn
†(bn) is the creation (annihilation) operator for a vibrational
mode with energy ℏωl. Jmn and En are the transfer integral and
the energy, respectively, in a perfectly ordered lattice, and ΔJmn
and ΔEn are their respective variations due to static disorder.
The parameters gnl

2 and f nml
2 are dimensionless coupling

constants for the electron−phonon coupling. The Hamiltonian
of eq 35 assumes a low carrier density and ignores electron
correlation and Coulomb interaction effects.2 Nevertheless, it is
useful for illustrating various contributions and limiting cases,
pertaining to the discussion below.
In eq 35, H0 yields the total energy of the electronically and

vibronically excited molecular system (excluding coupling
between electronic and vibrational modes), respectively. H1
describes the transfer of an electron from site m to site n, with
the magnitude of electronic coupling (and probability of
transition) incorporated in the transfer integral Jmn. The latter
can be calculated435 using Jmn = ⟨m|H0|n⟩ where |m⟩, |n⟩ are
relevant HOMO (LUMO) orbitals of the isolated molecules in
the case of hole (electron) transport, and its typical values are
in the 10−200 meV range (see, for example, Tables 3 and 5).436

It is determined by the wave function overlap, and on the
molecular level it is strongly dependent upon intermolecular
distances, orientations, and packing arrangements (such as
longitudinal displacements). The larger transfer integral
promotes charge delocalization, and maximizing the transfer
integral has been one of the strategies behind rational design of
high-mobility organic semiconductors.437 Another important
consideration for achieving high charge carrier mobility is a
transfer integral that is as isotropic as possible.438−441 For
example, Yavuz et al. computationally studied 22 conjugated
oligomers and observed that weak but multidimensional
electronic coupling yielded a considerably higher hole mobility
than strong, but low-dimensional coupling.438 Also important is
that a 2D transport is less affected by the presence of defects
(thus, static disorder) as compared to 1D transport.440

H2 and H3 describe the polaronic effects arising from
interactions between the electronic excitation and intra- and
intermolecular vibrations, which are commonly referred to as
dynamic disorder. The coupling to the vibrational mode of
energy ℏωl described by H2 manifests in the modulation of site
energies En, and the coupling constant g

2 defines the magnitude
of this interaction and is directly related to the Huang−Rhys
parameter S used in spectroscopy (Section 2.1).434 H2 is the
key interaction in Holstein-type polaron models, and it
implicitly includes the intra- and intermolecular contributions
to the reorganization energy λ. The reorganization energy
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Table 4. Experimental Observations of dμ/dT < 0

Material
Single Crystal
(SC) or film

RT
mobility,a

cm2/(Vs)
Max mobility,b

cm2/(Vs) (T, K) μ(T)c
T range

(dμ/dT < 0)d Methode Notesf Ref

Small molecules
Nph SC T−n TOF Ultrapure 506

1h (a-axis) 400h (a-axis)
(10K)

n = 2.9 30−300 20−300

0.65e (a-,b-) 25e (a-, b-axis)
(40K)

n = 1.47−1.48 30−100

0.3e (c-axis) 2e (c-axis) (30 K) n = 1.48
Tc SC 0.1h (350 K) 1h (180 K) 180−350 SCLC,

TOF

595,596

0.03 (μη) 0.1 (μη) (10K) 10−300 THz 365

0.7h
(assumed)

1.8h (180 K) T−n, n = 2.09 180−375 TPC 346

Rubrene SC 0.05 (μη) 0.2 (μη) (20K) 20−300 THz 365

SC 29h 140h (50K) 50, 300 K THz 200

SC 8h (a-axis) 12h (a-axis) (175
K)

175−300 FET higher μ correlates with
dμ/dT < 0

533

SC 20h (b-axis) 30h (b-axis) (175
K)

175−300 Hall 511

SC 10h 22h (175 K)
0.29h (c-axis) 0.7h (c-axis) (180

K)
T−n, n = 1.6−
1.9

180−300 TOF 507

SC 15h 45h (90K) T−n, n = 0.9−
1.2

90−300 FET (4-
probe)

Deuterated 546

Pn SC 35h 58h (225 K) T−n, n = 2.38 225−310 SCLC Ultrapure 508

SC 0.3 (μη) 2 (μη) (5K) 5−300 THz Ultrapure 365

SC 0.2 (μη) 0.4 (μη) (10K) T−n, n = 0.27 5−300 THz 202

film 0.02 (μη) 0.07 (μη) (10K) T−n, n = 0.32 5−300 THz 201

film 11h 45h (210 K) 210−290 Hall 519

TIPS-Pn SC 0.2 (μη) 4 (μη) (10K) 10−300 THz 365

SC 0.2 (μη) 1.6 (μη) (10K) 10−300 THz 198

SC 0.2 (μη) 2−3 (μη) (10K) exp(−aT) 10−300 THz 201

Film 0.02 (μη) 0.06 (μη) (20K) 20−300 THz μη − crystallinity correlation 40

Film 1.3h 6h (4K) 4−300 FET At high VD; VD-dependent
513

Film 0.8 1.7 (125 K) 125−350 TR-SHG 597

DNTT SC 6.8h 9.9h (270 K) 270−300 FET Vacuum-gap 514

TMTSF SC 4h 6h (160 K) T−n, n = 2 160−300 FET 598

C8-BTBT SC 3.2h (9.1h
max)

8.8h (80K) T−n, n = 1.1 80−300 FET 599

C10-
DNBDT

SC 14h 28h (200 K) 200−320 FET (4-
probe)

μ increases with strain 537

PDIF-
CN2

SC 3e 4e (225 K) 225−300 FET vacuum gap 581

5.1e 10.8e (230 K) 230−290 (dielectric-dependent)
F2-TCNQ SC 6e 25e (150 K) 150−300 FET Vacuum-gap; No μ vs dμ/dT

correlation

583

Polymers
MEH-
PPV

film 20% increase in
σ at 30 K

30−300 THz amorphous 343

P3HT film 2 × 10−4 h
(390 K)

10−3h (300 K) 300−390 FET Polycrystalline 27

33 (THz) 30% increase in
σ at 40 K

THz 425

2DPP-
TEG

film 1.5e 2e (210 K) 210−300 FET Polycryst., ambipolar; μ
correlated with dμ/dT

560

250−300 Hall
CDT-
BTZ-
C16

film 5.6h 6.5h (240 K) 240−300 FET (4-
probe)

>3 μm long fibers; dμ/dT < 0
only at high gate voltage

564

P8T2Z-
C12

film 1h (330 K) 1.8h (290 K) 290−330 FET Low trap density; dμ/dT < 0
only at high gate voltage

561

aRoom-temperature (RT) mobility unless stated otherwise. Hole or electron mobility is indicated by “h” or “e”, respectively. When the product “μη”
is reported, where μ is the sum of the hole and electron mobility and η is the charge generation efficiency, it is assumed that the temperature
dependence is due to that of the mobility of the dominant carrier. When the mobility was measured along a particular axis in the single crystal, the
axis is indicated. bThe highest mobility achieved, with the corresponding temperature indicated in parentheses. See also comments for a.
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accounts for the change in the geometries of the molecules
involved in charge transfer and the change in the polarization of
the surrounding medium; it is responsible for charge local-
ization and is related to the polaron binding energy by Epol = λ/
2. Typical values for the reorganization energy are in the range
0.07−0.18 eV, and minimization of the reorganization energy λ
(in particular, its intramolecular part, which is dominant in
organic solids) has been employed in computational screening
of candidate high-mobility materials,437 along with max-
imization of the transfer integrals.
H3 describes the nonlocal coupling and is responsible for

modulation of the transfer integral Jmn due to the electron−
phonon interactions. This is the key interaction in, for example,
Peierls-type models (such as the SSH Hamiltonian for
conducting polymers).442 H4 describes static disorder effects
that manifest as changes to the site energy or transfer integral.
These are not related to vibrations, but rather are determined
by the structure of the molecular solid.
The mechanism of charge transport is determined by the

magnitudes of different contributions to the overall Hamil-
tonian of eq 35. H1 favors coherent transport and charge
delocalization (band transport). Simple criteria of whether the
band transport can occur are based on the comparison between
the energy bandwidth W and either the energy change due to
scattering of the charge carrier443 or the uncertainty of the
charge carriers’ site energy.2 These criteria dictate that band
transport can occur if charge carrier mobility μ > ea2/(2ℏ) or μ
> ea0

2W/(ℏkBT), respectively, where e is the elementary charge,
a is the intermolecular distance, a0 is the lattice constant, and
kBT is the thermal energy. For a = 3−4 Å, a0 = 6 Å, andW = 10
kBT, these estimates yield room-temperature mobilities of >1
and >5 cm2/(Vs), respectively. Therefore, a considerable
number of high-performance materials (Table 3) could
potentially exhibit band transport at room temperature.
H2 and H3 promote polaronic transport, and H4 is

responsible for static disorder-controlled transport. In many
high-mobility materials such as organic crystals, H4 is relatively
small, and the competition between H1, H2, and H3 determines
charge transport characteristics, which makes theoretical
description of charge transport in these materials difficult. In
amorphous and mixed-phase materials, H4 is generally thought
to dominate charge transport. However, this may not be the
case in high-mobility polymers.389 For example, Troisi444

argued that there is a maximal value of charge carrier mobility
compatible with a hopping mechanism that relies on the charge
transfer from molecule to molecule in independent events. He
established that such maximal hopping mobility could be as low
as ∼0.1 cm2/(Vs), thus requiring descriptions beyond the
hopping mechanism for high-mobility organic materials.

4.2. Charge Transport Mechanisms: Theoretical
Considerations

4.2.1. Band Transport. If the transport is dominated by H1
of eq 35 (thus requiring that the transfer integral is considerably
higher than the reorganization energy), the charge carrier

delocalizes to form a propagating Bloch wave that is
occasionally scattered by lattice vibrations. In this case, the
charge carrier mobility is given by

μ τ= me / eff (36)

where τ is the mean scattering time and meff is the band
effective mass that can be evaluated from the electronic band
dispersion Ek using 1/meff = (1/ℏ2)|d2Ek/dk

2|. The mobility of
eq 36 is expected to be anisotropic (due to anisotropic effective
mass) and have the power-law temperature dependence μ ∼
T−n, with n = 0−3 depending on the scattering mechanism
(acoustic phonons, impurities, electron interactions).2 Dis-
cussion of the effects of electron−phonon coupling on the
effective mass meff and on the scattering time τ can be found in
ref 445.
Because of experimental observations of dμ/dT < 0

(commonly referred to as “bandlike” behavior, the terminology
which will be used throughout this review) and mobility
anisotropy in a variety of molecular crystals (Table 4),
considerable theoretical effort has been devoted to establishing
whether band transport does occur in these materials and which
other mechanisms enable such observations, as discussed
below. A formal definition of “bandlike” transport is discussed,
for example, in ref 218 in the context of the Boltzmann theory
of carrier transport. The applicability of this theory is
determined by the Landau−Peierls criteria requiring that l ≫
a0 (where l is the carrier mean free path and a0 is the lattice
constant) and ℏ/τ ≪ kBT (where τ is the carrier relaxation
time). Because these criteria are typically not satisfied by
organic semiconductor materials in a wide temperature range,
modifications of eq 36 that consider a narrow-band limit434 or
polaron renormalization (e.g., eq 37, Section 4.2.2) have been
used to describe coherent charge transport in organic
crystals.446,447 An additional consideration is that, in high-
mobility organic semiconductors, carriers exhibiting coherent
band and incoherent hopping transport could potentially
coexist, which prompted an introduction of a “carrier coherence
factor” and a treatment that includes contributions of both
types of carriers to experimentally measured mobility,448,449 as
discussed in Section 4.3.1.

4.2.2. Polaron Transport. If the H2 and H3 contributions
to charge transport compete with that of H1 (while the H4
contribution is minimal), the charge propagation considerably
depends on the strength of the electron−phonon coupling.
In the case of local electron−phonon coupling (described by

H2), the mobility is a sum of two contributions arising from
coherent electron tunneling and incoherent hopping,434 the
interplay of which is determined by the coupling constants g2 of
eq 35. As the strength of the electron−phonon coupling
increases, the contribution of the tunneling part to the overall
mobility decreases. When H2 and H3 contributions dominate
that of H1 (so that the reorganization energy is considerably
higher than the transfer integral), a small (or lattice) polaron218

forms that propagates by hopping. (In the earlier literature,218

the concept of a “nearly-small” (or molecular) polaron was also

Table 4. continued

cQuantitative description of the temperature dependence of mobility when reported. In THz experiments on polymers, the reported σ is the
photoconductivity and the temperature dependence is assumed to be due to that of the mobility. dThe temperature range at which the dμ/dT < 0
behavior was observed. eExperimental method used for observations. FET = field effect transistor; Hall = Hall effect measurements; SCLC = space-
charge-limited currents; THz = optical pump-THz probe spectroscopy; TOF = time-of-flight; TR-SHG = time-resolved second harmonic generation.
Some of these methods are described in Section 7. fAdditional comments pertaining to film morphology, device geometry, and correlation between
the value of mobility and dμ/dT (when data from multiple devices are available).
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proposed. Such a polaron would form as a result of interaction
of a charge carrier either with intramolecular vibrations of the
molecule on which it was localized during its residence time or
with the polar IR-active vibrational modes of the nearest-
neighbor molecules. The molecular polaron propagates by
“stepping via tunneling”, which is described by the temperature-
dependent effective mass leading to dμ/dT < 0.201 In this
description, the polaron type (electronic, molecular, or lattice)
is determined by the carrier residence (or localization) time
with respect to electronic polarization, vibronic relaxation, and
lattice polarization times, respectively.) For a comprehensive
discussion of the polaron size and how it determines charge
transport characteristics, see ref 450.
For a small polaron, the hopping part of mobility in a

classical limit (assuming that the phonon energy is small
compared to the thermal energy, i.e. ℏω ≪ kBT) relies on a
hopping rate khop described by the semiclassical Marcus theory
for electron transfer reactions, and for a 3D system it is given by

μ = khop
e

k T
a

ET6B

2

where kET is the electron transfer rate of eq 21

(with ΔG = 0) and a is the distance between the lattice cites.2

This expression predicts the temperature dependent incoherent
mobility contribution in the form μ ∼ T−3/2 exp(−Epol/2kBT)
(where Epol is the polaron binding energy that is half of the
reorganization energy λ, i.e. Epol = λ/2), which in the cases of
Epol ≥ 70 meV yields the Arrhenius-type thermally activated
mobility at around room temperature. The temperature
dependence of the coherent tunneling part of the mobility
under the assumption of narrow bands incorporates that of the
relaxation time (given by 1/(2kET) in the lowest-order
approximation in a 1D model) and of the transfer integral.434

This results in a complicated function describing the temper-
ature dependence of mobility exhibiting dμ/dT < 0 behavior. In
a more recent work, the theory was generalized to remove the
narrow-band limit, which yielded the coherent part of mobility
in the form446

∑μ π τ= − ̃ ̃αβ α β
e

N k T
n n v k v k

2
(1 ) ( ) ( )coh

c k
k k,

B (37)

where ̃ = ℏ ∂ ̃ ∂α αv k E k k( ) (1/ )( ( )/ ) is the polaron band velocity
(Ẽ is the polaron band energy), nk is the Fermi−Dirac
distribution, τ is the polaron lifetime, and Nc is the carrier
concentration. The expression of eq 37 has a similar form to
that for the band mobility derived from the Boltzmann
equation, but the quantities ̃ ̃v E, reflect the electron−phonon
coupling, which makes Ẽ temperature-dependent. Overall, the
model predicts tunneling-dominated transport (with dμ/dT ≤
0) at low temperatures followed by Arrhenius-type hopping-
dominated thermally activated transport at intermediate
temperatures that changes into a ∼ T−3/2 scattering-dominated
behavior at high temperatures, with the crossover temperature
dependent upon Epol. Cheng and Silbey451 (who studied 1D
transport, explicitly incorporating electron−phonon coupling
into the 1D Holstein model) pointed out that the crossover
from band to hopping transport is not necessarily accompanied
by thermally activated mobility. Instead, temperature-inde-
pendent mobility could be obtained.
The applicability of the polaron transport model described

above to crystalline organic semiconductors has been
questioned in the literature436,452 for several reasons. Troisi436

argued that when the reorganization energy (λ) is smaller than
twice the transfer integral (2J, taken to be a measure of

intermolecular coupling), small polarons do not form, and the
hopping rate cannot be defined at any temperature. He further
discussed that even if the polarons do form, their hopping
should be adiabatic, as the intermolecular coupling in crystalline
materials is too strong for a nonadiabatic description associated
with the Marcus rate.
Another aspect under discussion has been the semiclassical

nature of the Marcus rate, which treats nuclear motion
classically.453 It has been emphasized that the vibrations have
to be treated quantum mechanically and, in particular,
incorporate the case of zero point energy being larger than
the electron transfer reaction barrier. For example, the hopping
mobility μhop above assumes the low-energy “effective” mode
(for which the approximation ℏω ≪ kBT is valid), which
excludes effects of coupling due to high-frequency intra-
molecular vibrations.

4.2.3. Origin of dμ/dT < 0. In most high-performance
organic crystalline semiconductors, the intermolecular elec-
tronic coupling (2J) is comparable to the reorganization energy
λ (Table 3), which places them in the intermediate charge
transport regime.453 Because the temperature dependence of
the mobility (μ(T)) is readily obtained from experiments, and
it can serve as a sensitive probe of the charge transport
mechanism, considerable theoretical research effort focused on
accurate description of μ(T) and, in particular, the physical
mechanisms behind observations of dμ/dT < 0 (Table 4) that
address the issues outlined above.
The effects of nonlocal electron−phonon coupling (de-

scribed by H3) on charge transport have been under extensive
theoretical research.51 Munn and Silbey454 found that the
nonlocal coupling can increase hopping and decrease band
contributions to mobility. Hannewald et al.455,456 used a mixed
Holstein−Peierls approach to take into account both local and
nonlocal coupling. They calculated the temperature depend-
ence of polaron band narrowing and predicted an interplay
between band and hopping regimes. With this approach, the
temperature dependence of conductivity scales as ∼T−1 at low
temperatures, which changes to T−1/2 at high temperatures,
with or without a crossover region exhibiting thermally
activated transport. They also observed conductivity anisotropy
due to anisotropic phonon-assisted currents resulting from
nonlocal electron−phonon interactions. In their subsequent
work,446 the authors removed the restriction of the narrow-
band limit (allowing the bandwidth to be larger than kBT) in
the coherent part of the total mobility, which removed the
divergence (due to T−1 behavior) at low temperature, instead
yielding a finite mobility as T → 0. The theory was able to
predict the ∼T−n (2.5 < n < 3) temperature dependence of
mobility in Nph crystals, consistent with experiments, and
showed a reasonable agreement with experiments for mobility
anisotropy.
Troisi and Orlandi457 applied a semiclassical approach

(solving the time-dependent Schrodinger equation with
classical treatment of vibrations) to study the effects of
nonlocal-only coupling. They determined that thermal
fluctuations in the transfer integral that are of the same order
of magnitude as the transfer integral itself lead to carrier
localization. In this picture, at room temperature, electronic
states are localized due to dynamic disorder (and not due to the
formation of small polaron), mostly due to interactions with the
low-frequency modes (20−200 cm−1) that were found to be
most effective in modulating the transfer integrals.436 (It has
also been shown that sub-1-Å translations of acene molecules
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Figure 9. Temperature dependence of mobility calculated using different models. (a) Three components of the mobility tensor in a 2D molecular
crystal (exemplified by rubrene) that is temperature-dependent due to dynamic disorder. Reproduced with permission from ref 459. Copyright 2011
American Institute of Physics. (b) Mobility in TIPS-Pn calculated using a fully QM approach, temperature dependent due to quantum effects of the
intramolecular high-frequency vibrations within the localized charge picture in the absence (solid line) and in the presence (dashed line) of dynamic
disorder. The inset shows temperature dependent mobility calculated using Marcus rates. Reproduced with permission from ref 468. Copyright 2012
Wiley-VCH. (c) Mobility calculated using Boltzmann theory (top) and the Kubo formula (bottom) for a crystalline organic semiconductor due to
nonlocal electron−phonon coupling to symmetric (c = 1), to antisymmetric (c = 0), and equally to both (c = 0.5) modes. The inset shows power-law
temperature dependence at around room temperature. Reproduced with permission from ref 469. Copyright 2012 American Physical Society. (d)
Mobility in organic molecular crystals for the Holstein−Peierls model with different nonlocal electron−phonon couplings α2 (α2 = 0 corresponds to
the Holstein model) and different intermolecular couplings J. Reproduced with permission from ref 463. Copyright 2015 American Institute of
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along their long axis resulted in more than an order of
magnitude change in transfer integrals.458) The temperature
dependent mobility for a 1D molecular crystal calculated using
this approach recovered a power-law dependence μ ∼ T−2 in a
broad temperature range. Similar arguments were later applied
to a 2D case of rubrene, in which the behavior intermediate
between μ ∼ T−2 and μ ∼ T−1 was obtained, depending on the
crystallographic direction (Figure 9(a)),459 and the nature of
charge transport was found to be unaffected by the
reorganization energy (although the latter was important to
obtain quantitative agreement with experimental mobility
values).460 The calculation was also able to reproduce
experimentally obtained room-temperature mobility values
along the a- and b-axes of ∼8 and ∼20 cm2/(Vs).461

Fratini and Ciuchi462 calculated a nonlocal Green’s function
for a 1D molecular chain and observed the coexistence of the
band states and the states localized by dynamic disorder. The
temperature dependence of mobility calculated using the Kubo

formula showed a crossover from polaronic band transport
(∼T−3/2) to incoherent diffusion (∼T−1/2) due to dynamic
localization, without small polaron formation.
Song and Shi463 employed an imaginary time path integral

Monte Carlo simulation to show that while local coupling
always localizes the charge carriers and reduces mobility, the
nonlocal electron−phonon coupling decreases the band
mobility but increases the hopping mobility (Figure 9(d)).
Ribeiro and Stafström464 applied the Holstein−Peierls
approach to numerically examine the effects of the applied
electric field, temperature, and dimensionality of the crystal
(1D vs 2D) on polaron stability. They found that mobility was
improved in the system with reduced dimensionality; in a 1D
system the carrier velocity increased with temperature, and the
electric field dependence of carrier velocity was nonmonoto-
nous at low electric fields (e.g., at 50 kV/cm) but became closer
to linear (corresponding to electric field-independent mobility)
at higher fields (e.g., at 250 kV/cm).

Figure 9. continued

Physics. (e) Total mobility (incorporating coherent and incoherent parts) with temperature dependence due to polaron quantum transport in
disordered 3D crystals for several disorder strengths W. The inset shows the incoherent part of the mobility. Reproduced with permission from ref
472. Copyright 2011 American Physical Society. (f) Mobility in molecular stacks obtained from the mean-field (MF) theory starting from charged
and neutral geometries without system-bath interaction, the MF theory with system-bath interaction, kinetic Monte Carlo (KMC) and Pauli master
equation (PME) approaches with Marcus charge transfer rate, the PME with the Fermi Golden Rule (FGR) rate, the small polaron model, and the
flexible surface hopping (FSH) with and without decoherence. Only local electron−phonon coupling was considered. Reproduced with permission
from ref 474. Copyright 2013 American Institute of Physics.

Figure 10. Electronic delocalization at 24 fs (corresponding to the characteristic time for loss of electronic coherence) in Pn (a), rubrene (b), DNTT

(c), DATT (d), and PDIF-CN2 (e). The 2D delocalization length L shown in each image is calculated using = ∑ | |L c1/ i i
4 . Reprinted with

permission from ref 122. Copyright 2016 Royal Society of Chemistry.
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The effects of coupling to intramolecular vibrations on
charge carrier mobility and its temperature dependence were
explored by Shuai and co-workers.362,453,465−468 In particular,
they used a quantum mechanical charge transfer rate452 that
includes quantum nuclear tunneling in kinetic Monte Carlo
simulations of Brownian motion of charge carriers, from which
mobility was calculated. The temperature dependence of
mobility characterized by dμ/dT < 0 was obtained in a large
temperature range (50−300 K) (Figure 9(b)), without
invoking either delocalization in the extended states or dynamic
disorder. Instead, it was attributed to hopping of a localized
charge coupled to high-frequency intramolecular vibrations.
The authors concluded that when the reorganization energy λ is
much higher than the transfer integral, this formalism accurately
described both the absolute values of mobilities and their
temperature dependence, citing Pn, TIPS-Pn, Tc, rubrene, PDI,
NDI, and similar derivatives as examples. Moreover, it was
found that dynamic disorder did not limit transport but, on the
contrary, enhanced the mobility by a phonon-assisted
mechanism.
In their subsequent work, Jiang et al.122 calculated mobility

and mobility anisotropy in Pn, rubrene, DATT, DNTT, and
PDIF-CN2 using four methods that rely on the following: (a)
the Boltzmann transport equation coupled with the deforma-
tion potential (DP) theory; (b) semiclassical Marcus theory (eq
21); (c) quantum nuclear tunneling theory (eq 22); and (d)
the time-dependent wave packet diffusion (TDWPD) ap-
proach. These methods describe fully delocalized bandlike
transport (a), hopping without (b) and with (c) nuclear
tunneling, and transport incorporating nuclear tunneling
together with electronic delocalization and coherence (d). In
(d), the time-dependent electronic properties are described by
the wave function ψ(t) = ∑i

Nci(t)|i⟩, and the measure of the

electron delocalization length is given by = ∑ | |L c1/ i i
4 ,

whereas the measure of the electron coherence length is
provided by the correlation function ⟨cicj⟩. The mobilities μDP >
μTDWPD > μquantum > μMarcus were obtained in all materials, with
μquantum/μMarcus of ∼2−5 and average μquantum and μTDWPD
values closer to the experimentally measured values than μDP
and μMarcus (which overestimated and underestimated the
measured values, respectively). In all systems studied, the
electron coherence was found to be lost within several tens of
femtoseconds, and differences between μquantum and μTDWPD
were attributed to electron delocalization. Figure 10 shows the
charge population distribution, along with electron delocaliza-
tion length L, obtained in the high-mobility systems under
study. Interestingly, the lowest L (accompanied by μTDWPD ≈
μquantum) was found in rubrene, which was attributed to strong
mobility anisotropy, resulting in a 1D-like charge transport.
This led the authors to conclude that the hopping model with
the inclusion of nuclear tunneling is sufficient to describe
charge transport in rubrene. In contrast, in Pn, DATT, DNTT,
and PDIF-CN2, the electronic delocalization was considerably
stronger (μTDWPD/μquantum ∼ 1.2−2.1) and necessary to
incorporate into the charge transport model.
Li et al.469 extended the SSH formalism to investigate

contributions of antisymmetric electron−phonon coupling, for
which a displacement of the molecule n results in the increase
of the transfer integral between this molecule and its neighbor
molecule on one side and in the decrease on the other side, to
mobility. (The standard SSH formulation considers only
symmetric coupling, with both transfer integrals changing the

same way.) They applied the model to oligoacenes and
bimolecular D/A crystals and determined that the temperature
dependence of mobility depends on the type of coupling, thus
emphasizing the importance of including coupling not only to
optical phonons,436,470 but also to acoustic phonons. For
example, in the 150−350 K temperature region, they predicted
a power-law dependence of mobility μ ∼ T−n with n = 2.2 for
the symmetric coupling-only, −0.3 for antisymmetric coupling-
only, and 1.2 for the coupling to an equal mix of both types of
modes (Figure 9(c)).
Zhong et al.471 considered the effects of both static and

dynamic disorder using the time-dependent wave packet
diffusion method in 1D and showed that, in the presence of
strong dynamic disorder, carriers move by hopping even in the
absence of static disorder. Ortmann and Roche472 incorporated
static disorder into the Kubo theory and modeled the
temperature dependence of polaron transport in 3D disordered
crystals, showing a crossover from the dμ/dT < 0 to dμ/dT ≥ 0
behavior as the static disorder increased (Figure 9(e)).
Wang and Beljonne473,474 developed a flexible surface

hopping algorithm to study a crossover between the band
and hopping 1D charge transport. They observed a change in
temperature dependence of mobility from thermally activated
at small values of electronic coupling of ≤100 cm−1 (which
were taken to be considerably smaller than the reorganization
energy of 1000 cm−1), to temperature independent behavior in
the intermediate range, and to a monotonic decrease with
temperature at large coupling (≥400 cm−1) (Figure 9(f)). They
also argued that dynamic disorder can either impede or
enhance charge transport, depending on the intrinsic (i.e., in
the absence of thermal disorder) localization strength of charge
carriers.
Ciuchi and Fratini475 developed a theoretical framework that

relates the time-dependent quantum dynamics of charge
carriers to frequency-dependent conductivity. They generalized
the treatment obtained in a classical hopping limit to high-
mobility materials by addressing the interplay between mobile
states in the band and localized states in the band tails. They
concluded that intrinsic transport is due to the diffusive spread
of localized wave functions rather than scattering of delocalized
waves by phonons and disorder. In this case, a power-law
behavior of mobility with temperature (μ ∼ T−n) originates
from the reduction of the transient localization length as the
thermal disorder increases. Extrinsic disorder changes the
temperature dependence from power-law to thermally
activated; however, an increase in the carrier concentration
enhances mobility and suppresses thermally activated behavior.

4.2.4. Quantum Coherence and Charge Transport.
Coherence-mediated quantum transport has been intensively
studied in light-harvesting complexes that harvest light with
quantum efficiency of nearly 1.68 In these systems, higher-order
quantum master equation approaches (which go beyond the
Marcus (for electron transfer) and Förster (for energy transfer)
approximations for electronic coupling, which are exact to the
second order) need to be used.476 An example of relevant
mechanisms is quantum mechanical superexchange (which
involves rates that are fourth-order in the electronic coupling),
whose interplay with hopping determines the primary electron
transfer in photosynthesis. The superexchange mechanism has
been invoked in the description of ambipolar charge transport
in D/A crystals,477,478 and so incorporation of both incoherent
hopping and superexchange kinetics into transport models for

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13316

http://dx.doi.org/10.1021/acs.chemrev.6b00127


organic semiconductors is another potential challenge for
theoretical description of charge carrier dynamics.
Picon et al.52 considered decoherence as the primary

conduction mechanism in 2D ultrapure molecular crystals.
They discussed that decoherence is driven by the coupling of
the electron to the lattice through polarization and emphasized
that phonons localize coherent states but assist the motion of
less coherent ones. Using this approach, the authors were able
to reproduce mobility values consistent with experiments and
obtained the temperature dependence μ ∼ T−n with n = 1.7 at
T > 50 K.
Cao and co-workers125 predicted that a disordered system

coupled to a quantum harmonic bath would exhibit diffusion
constants with a nonmonotonic temperature dependence, with
a well-defined maximum. The effect of system dimensionality
on quantum transport has shown that 3D structures
characterized by centrosymmetric Hamiltonians are consid-
erably more efficient than a random network.479

4.2.5. Disorder Models. In the case when H4 dominates
over all other contributions to the Hamiltonian of eq 35, charge
transport is governed by static disorder and is described as a
random walk by incoherent hopping between molecular sites.2

Comprehensive recent reviews of charge transport in organic
disordered medium are available (Table S1).480−484 For
analytical theories that describe charge carrier mobilities and
their dependence on carrier concentration, temperature, and
electric field in systems with various DOS energy profiles, see
the excellent reviews by Baranovskii and colleagues.480,481 For a
discussion of numerical algorithms enabling drift-diffusion
simulations of charge transport in disordered organic semi-
conductors, see ref 485. Analysis of the conditions under which
the continuum drift-diffusion description of charge transport
fails can be found in ref 486.
The most widely used model, the Gaussian disorder model

(GDM),2,480 has successfully described charge carrier mobility
in many polymers (including PPV and P3HT)481 and organic
glasses, PR polymer composites, and molecularly doped
polymers.220 In this model, charge transport occurs by hopping
within a manifold of sites with Gaussian-distributed energy and
a Gaussian distribution of intersite spacing. In this case, the
density of states (DOS) is given by

σ π σ= −g E N E( ) /( (2 ) ) exp( /2 )1/2 2 2
(38)

where σ is the DOS width, or energetic disorder, and N is the
concentration of localized sites. Typical values for σ are ∼0.05−
0.15 eV,487 and those for N are ∼1020−1021 cm−3.480 In the
absence of polaronic effects (i.e., with minimal contribution of
H2 and H3 in eq 35), the hopping rate is described by the
Miller−Abrahams expression of eq 31, in which En and En+1 are
the carrier energies on sites n and n + 1, respectively, and ν0 is
the attempt-to-jump frequency (typically 1010−1012 s−1). The
model predicts that while the charge carrier hops from site to
site, relaxing toward the quasi-equilibrium energy E∞ = −σ2/
kBT, its mobility is time-dependent (dispersive transport), after
which it is time-independent. At low carrier densities, carriers
occupy sites with a mean energy E∞ relative to the center of the
DOS distribution and have to be thermally activated to reach
the transport energy where transport occurs, so that mobility
increases with temperature. In particular, numerical simulations
predict the temperature dependence of the drift mobility in the
form μ ∼ μ0 exp(−(Cσ/kBT)2) with C ≈ 2/3, slightly dependent
on N.480 The hopping mobility μ also depends on the applied
electric field (F), as the field lowers the activation energy for

jumps in the field direction, with numerical simulations yielding
a Poole−Frenkel-type dependence, μ ∼ exp(βF)1/2, with the
parameter β dependent on the DOS width σ, temperature, and
positional disorder responsible for the variation in the intersite
distance a in eq 31. The effect of charge traps with energy Etrap
and relative trap concentration c can be incorporated into the
mobility prefactor2 as μ0/(1 + c exp(−Etrap/kBT)).
Baranovskii and co-workers recently summarized develop-

ments of analytical theories describing charge transport in
disordered organic semiconductors.480,481 The variable range
hopping (VRH) and its limiting case of nearest-neighbor
hopping (NNH) (e.g., occurring when kBT > σ in GDM) were
discussed in detail in the framework of percolation theory, both
for the exponential and for the Gaussian DOS. The authors also
emphasized the concept of the transport energy Et introduced
by analogy to the mobility edge in the multiple-trapping (MT)
model. (The MT model assumes that there is a defined energy
(the mobility edge) in the DOS that separates extended states,
enabling efficient charge transport from localized states.)
Physically, this means that even though most carriers
equilibrate at the energy E∞ (in particular, at room temper-
ature), charge transport occurs at a higher energy Et, thus
requiring thermal activation. For the Gaussian DOS of width σ,
one of the proposed analytical expressions for mobility at low
carrier densities (n ≪ nc with the critical density nc determined
by EF(nc) = E∞, where EF is the Fermi energy) is given by480,481

μ μ
α

σ=
−

− −
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⎝⎜
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r E E
k T k T
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2 ( ) 1

2
t t

0
B B

2

(39)

where r(Et) is the distance between the localized states with
energies below Et and α is the wave function decay length. In
this regime, the mobility is independent of carrier density n,
which allows one to experimentally distinguish between the
charge transport in the Gaussian versus the exponentially
distributed DOS, as in the latter case the mobility is carrier
density-dependent at any n. At higher carrier densities, n > nc
(corresponding to n > 1017 cm−3 in PPV and P3HT), the DOS
is partially filled, and a quasi-Fermi level is established above
E∞. This reduces the activation energy for charge transport and
increases mobility,283 gradually changing the temperature
dependence of mobility from μ ∼ exp(−1/2(σ/kBT)

2) to the
Arrhenius-type μ ∼ exp(−Δ/kBT) with Δ = Et − EF(n).
Different regimes of charge transport in a Gaussian DOS
depending on the temperature and carrier density are
schematically shown in Figure 11.

Figure 11. Regions depending on the carrier density n and
temperature T corresponding to different conduction regimes for
hopping in the Gaussian DOS. Reproduced with permission from ref
118. Copyright 2014 Wiley-VCH.
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Charge transport in the exponential DOS has also been
extensively studied analytically, with several models for the
VRH transport available based on various approxima-
tions;480,481 the exact solution has also been proposed.488

One such model, the Vissenberg−Matters model,489 has been
utilized in several studies of current−voltage characteristics in
organic FETs (Section 4.3.2).490,491

If there is a large-scale variation in site energy in addition to
local site energy fluctuations, the extension of the GDM known
as the correlated disorder model (CDM) has been utilized.492

The GDM and CDM converge at high electric fields, but at low
electric fields, and in polar materials, the effects of correlations
may become important. The contribution of correlations to
charge transport in various systems is under debate;118,493 for
example, it was proposed that they would be more important
for small-molecule disordered films than for polymers.484 The
GDM and CDM that specifically incorporate the dependence
of mobility on carrier concentration (in addition to temperature
and electric field dependence) have been referred to as
extended GDM (EGDM) and extended CDM (ECDM),
respectively. In ECDM, the carrier density dependence of
mobility is less pronounced, but the electric field dependence of
mobility is stronger, than in EGDM.493 For an overview of the
EDGM and ECDM models and their applicability to various
materials, see a review article by Coehoorn and Bobbert.484

In many cases of disordered systems, polaron effects (due to
H2 and H3 in eq 35) cannot be neglected and have to be
considered together with the static disorder effects of H4. In
this case, Marcus rates instead of Miller−Abrahams rates are
used to describe hopping in computational studies494 and the
mobility temperature dependence is modified to include both
the polaron binding energy Epol = λ/2 and the energetic
disorder σ:495

μ σ∼ − −E k T C k Texp( /(2 ) ( / ) )pol B B
2

(40)

Here, the interplay of polaronic and disorder effects is
determined by Epol and σ. At temperatures T < Tc, where Tc
= 2(Cσ)2/(kBEpol) (C is a parameter ranging between 0 and 1
that depends on σ/Epol), the transport is disorder-controlled,
whereas at T > Tc it is polaron-controlled. At σ = 0.1 eV and
Epol = 50−100 meV, the critical temperature is Tc = 600−1500
K, which renders charge transport to be mostly disorder-
controlled in typical conjugated polymers. (The situation is,
however, reversed for transport of triplet excitons, for which
this model predicted polaron-controlled transport in PPP
derivatives at temperatures above 20−140 K, depending on the
derivative.495) Whether Epol affects the concentration depend-
ence of mobility or not is a subject of debate. It is important to
note, however, that, at high carrier densities, the mobility
temperature dependence in disordered semiconductors is
Arrhenius even without polaronic effects (Figure 11), which
makes it difficult to differentiate between the two contributions
solely based on temperature dependence in that regime.480

To address the need for modeling charge transport in
crystalline, yet disordered organic materials, Salleo et al.496

applied a mobility edge, or MT model, which had been widely
used for inorganic amorphous and polycrystalline materials, to
organic films. The authors argued that fully Gaussian DOS
would not be applicable to crystalline systems. Instead, an
exponential approximation to an unknown-shaped DOS was
used, and it was assumed that trapped carriers can become
temporarily mobile by thermal excitation to the mobile states.

This model was used, for example, to describe charge carrier
transport in crystalline polythiophene films496 and, more
recently, to extract mobility, trap density, and trap distribution
from SCLCs in rubrene crystals295,497 and from transient
photocurrents in polymer:fullerene blends.498 Mehraeen et
al.499 performed kinetic Monte Carlo simulations of carrier
density-dependent conductivity, mobility, and Fermi level both
using the MT model (localized states do not contribute to
transport) and the hopping model (all states contribute to
transport), and assuming a composite DOS that consists of a
superposition of the Gaussian and exponentially distributed
states. The approach was then applied to interpret the
experimental data for n-doped C60 films.500 The authors
concluded that both models were able to reproduce
experimental data, yielding, however, different densities and
distribution widths of trap states. Such discrepancies arise from
different charge transport pictures used by these models and
suggest that additional data (e.g., measurements of Hall effect,
thermoelectric transport, ESR, etc.) would be necessary to
unambiguously quantify the DOS. Kwiatkowski et al.501

proposed a Boltzmann-weighted hopping model that incorpo-
rates the effects of microstructure (and, in particular, the
presence of crystalline and amorphous regions) into charge
transport. They applied it to directionally crystallized P3HT
films and quantified contributions of morphology-related
defects to mobility and mobility anisotropy.

4.2.6. Charge Transport in D/A Materials and Mixed-
Phase Blends. Many optoelectronic devices that rely on
charge photogeneration, such as solar cells and PR devices,
utilize blends of two or more types of molecules and/or have
mixed-phase morphology. Therefore, it is of interest to discuss
the dominant charge transport mechanisms in such systems,
particularly those involving crystalline phases. Zhu et al.
investigated the electronic properties of various mixed-stack
D/A crystals and found that several crystals supported a 2D
ambipolar charge transport with effective masses as low as
∼0.2me.

478 The ambipolar nature of charge transport was
attributed to a superexchange-controlled electronic coupling,
similar for hole and electron transport. This behavior was
recently studied in detail in ref 477. It was determined that such
equivalent coupling is achieved when the coupling is dominated
by the interaction between donor HOMO and acceptor LUMO
and is not affected by disorder; in the absence of this
interaction, a unipolar transport was obtained. An example of
experimental study of the optical and electronic properties of
D/A cocrystals can be found in ref 502.
Charge transport in D/A blends has been extensively studied

by Monte Carlo simulations to determine the effects of
morphology, domain size, energetic disorder, and electric field
on mobility and/or overall device performance (Section 3.2.2).
Koster503 numerically solved the Pauli master equation to
determine the effects of carrier density and electric field on
charge transport characteristics in disordered blends. He found
that in contrast to mobility in a pristine material, mobility in a
blend may strongly decrease with the electric field at low carrier
densities, and factorization of the electric field and carrier
density dependence,283 often employed in pristine materials, is
not possible for blends.
Woellner et al.504 used a similar approach to examine charge

transport in a two-phase system in the low carrier density limit.
They introduced an energy offset Eoffset between the average
energies of two phases, each with a Gaussian-distributed DOS
(less energetic phase being more ordered). The study showed
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that if Eoffset → 0, the transport was determined by the more
disordered phase, whereas if the Eoffset → ∞,503 the transport
was restricted to the less energetic phase. If Eoffset had
intermediate values, even a low amount (e.g., 20%) of ordered
domains, which could be realized in amorphous−crystalline
mixtures, could considerably improve the overall mobility of the
disordered material.
Fischer et al.505 modeled transport in ZnPc:C60 (1:1) blend

layers using a drift-diffusion model and concluded that even in
unipolar (e.g., hole-only) devices the contribution of local
“minority” (in this case electron) transport must be taken into
account in order to describe the experimentally measured J−V
characteristics.

4.3. Experimental Evidence vs Models

4.3.1. Organic Crystals and Small-Molecule Crystalline
Films. Given a variety of factors that play a role in charge
transport in high-mobility organic semiconductors and the
availability of theoretical descriptions discussed in the previous
section, it is instructive to examine experimental evidence that
would help in deciding for or against a particular model. As
discussed above, typical experimental observables characterizing
“bandlike” transport include mobilities of at least 1 cm2/(Vs),
dμ/dT < 0 (e.g., μ ∼ T−n with 0 < n < 3), mobility anisotropy,
and low charge carrier effective mass. These observations were
made using time-of-flight,506,507 SCLC,508 time-resolved or
frequency-resolved photoconductivity,198,201,346,365,413,509,510

the Hall effect,435,511 FET characteristics,512−514 and
ARPES.515,516 Table 4 summarizes experimental observations
of dμ/dT < 0 in various systems. Most of the observations of
“bandlike” behavior have been made on single crystals, but
some aspects of this behavior were also observed in
polycrystalline films (e.g., Pn and R-Pn).201,513 Several
examples of “bandlike” and/or a “bandlike to hopping
crossover” behavior revealed by various experiments are
discussed below.
Pentacene crystals and polycrystalline films exhibited room-

temperature hole mobilities of up to 40 cm2/(Vs) in crystals517

and values ranging from 5.5 cm2/(Vs) (in TFTs)518 to ∼11
cm2/(Vs) (from Hall effect)519 and to 21 cm2/(Vs) (from THz
spectroscopy)520 in films. Observations of “bandlike” dμ/dT <
0 behavior were made in optical pump-THz probe experi-
ments,201,202,360,365 in Hall effect measurements,519 and in
devices (Table 4).508 Mobility anisotropy of up to a factor of
3.5 was observed in single-crystal FETs.521 ARPES experiments
on ultrathin Pn films produced somewhat conflicting results in
regard to the HOMO bandwidth and resulting hole effective
mass values.515,516,522,523 For example, Ohtomo et al.515 studied
a single-crystal-quality monolayer at 130 K and found isotropic
effective mass in the a-b plane with values of 0.8−1 me (where
me is the electron mass). Similar effective mass (<0.8 me) was
estimated from room-temperature THz experiments on Pn
films.520 On the other hand, Hatch et al.516 observed strong
temperature-dependent anisotropy of the effective mass, with
the effective masses of 14 me and 3me along the a and b axes at
75 K, which increased by an order of magnitude along the a-
axis while staying almost the same along the b-axis at 300 K.
The authors concluded that band structure plays a role in
charge transport even at room temperature.
Germs et al.524 inferred a “bandlike” to hopping transition at

∼250 K from the temperature- and gate voltage-dependent
Seebeck coefficient in Pn TFTs. The authors modeled the
mobility using a combination of the mobility edge (or multiple

trapping) and variable range hopping models and emphasized
the importance of both static and dynamic disorder. In the
same devices, the FET mobility exhibited thermally activated
behavior throughout the entire temperature range studied
(200−340 K) and no dependence on the carrier density. This
led the authors to conclude that the temperature and carrier
density dependences of the FET mobility are not sufficient to
evaluate the applicability of charge transport models. The
importance of applying several experimental techniques to
unambiguously determine physical mechanisms has been
emphasized in the literature435,448,499 (also see Section 8).
For example, Lee et al.525 observed anisotropy in surface
conductivity in rubrene and Tc crystals using FET character-
istics. Similar observations were made using the Hall effect in
rubrene, but no Hall effect was observed in Tc. This led to the
conclusion that the origin of such anisotropy was related to
“bandlike” intrinsic properties in rubrene and to anisotropic
incoherent hopping in Tc.
Zhang et al.526 observed a crossover from thermally activated

(dμ/dT > 0) to “bandlike” (dμ/dT < 0) behavior in epitaxially
grown Pn layers, depending on the number of layers and on the
carrier density (controlled by the FET gate voltage). In a one-
layer film, thermally activated behavior was observed at all gate
voltages, whereas in the two-layer film, the dμ/dT < 0 behavior
emerged in the temperature range dependent upon the gate
voltage. Room-temperature mobilities up to 3 cm2/(Vs) were
observed in the two-layer film, about an order of magnitude
higher than those in the one-layer film. The behavior was
explained by strong modulation of the molecular packing by
interfacial van der Waals interactions.
Functionalized Pn (i.e., R−Pn with R = TIPS, TES, TMTES)

crystals and polycrystalline films also exhibited high mobilities
(up to 11 cm2/(Vs) in TIPS-Pn crystals),527 dμ/dT < 0 (Table
4), and molecular packing-dependent mobility anisotropy both
in the optical pump−THz probe experiments198,201,365,413 and
in FETs.528,529 For example, in optical pump−THz experi-
ments, in-plane mobility anisotropy of ∼3.5 and ∼12 was
observed in single crystals of TIPS-Pn and TES-Pn that exhibit
2D “brick-work” and 1D “slip-stack” π−π stacking, respec-
tively.413 In FETs utilizing films of the same derivatives, similar
trends were observed, with mobility anisotropy reaching ∼3−
10 in TIPS-Pn and ∼21−47 in TES-Pn, depending on the spin-
casting speed.528

Rubrene crystals exhibited mobilities of up to 43 cm2/(Vs)
(Table 3), along with dμ/dT < 0 in ultrafast THz spectros-
copy,200,365,530 Hall effect measurements, and FETs (see a
recent review by Podzorov531). Mobility anisotropy in FETs
and in the Hall effect, with the mobility along the b-axis
exhibiting a factor of ∼3.5 higher values than those along the a-
axis, was also demonstrated.525,532,533 The ARPES experiments
showed a HOMO dispersion up to 0.4 eV, with an estimated
hole effective mass of 0.65 me, which led to the conclusion that
band transport is the dominant mechanism of charge transport
in rubrene.534 Frequency-dependent optical conductivity
measurements510 also yielded low effective masses, consistent
with band structure calculations and not consistent with
polaron formation. Inspired by this study, Li et al.445 calculated
“optical effective mass” m* (to be distinguished from “band
effective mass” meff of eq 36) that is accessible in the
measurements of frequency-resolved photoconductivity510 as
a function of electron−phonon coupling strength and temper-
ature. The authors argued that optical effective mass m* should
decrease as the electron−phonon strength increases and that
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the presence of light carriers with small m* is not a conclusive
test for the band charge transport. It was further emphasized
that, at room temperature, the charge transport in rubrene is of
an incoherent nature (which is similar to the conclusions of
Jiang et al.122 discussed in Section 4.2.3). The authors also
commented that the ARPES results on both Pn and rubrene
indicate that the lifetime of the quasiparticle states was too
short to support delocalized carriers and predicted that the
electron−phonon coupling should strongly affect the carrier
relaxation time τ. This prediction is awaiting experimental
verification.
The charge modulation spectroscopy (CMS) performed on a

variety of R−Pn derivatives and on rubrene suggests that charge
carriers are localized on the ultrafast time-scales.513 The
reconciling between “bandlike” features discussed above (such
as dμ/dT < 0) and the localization features has been obtained
in the framework of dynamic disorder.435 Dynamic localization
due to coupling of the charge carrier to intermolecular
vibrations (H3 in eq 35) offers a satisfactory qualitative picture,
supported by direct observation of strong coupling of the
carriers to a low-frequency vibration mode at 40 cm−1 (1.1
THz) in Pn crystals360 and at ∼75 cm−1 in rubrene crystals200

using optical pump−THz probe spectroscopy. These modes
are in the frequency range (20−200 cm−1) deemed to be most
important for charge transport affected by dynamic disorder.436

Eggeman et al.107 probed molecular motion in R−Pn and diF
TES-ADT crystalline films using thermal diffuse electron
scattering and quantified displacement along the long axis of
the molecule due to thermal lattice fluctuations, which they
described in the framework of a frozen-phonon model. In
TIPS-Pn, they obtained an intermolecular displacement of the
center-of-mass of 0.13 ± 0.02 Å at 300 K and 0.08 ± 0.02 Å at
100 K, arguing that such large fluctuations in the intermolecular
distances can lead to large fluctuations in the transfer integrals,
in agreement with dynamic disorder models.436 Yamane and
Kosugi535 used ARPES to directly observe the dependence of
the transfer integral on the intermolecular distances in the π−π
stacks in crystalline films of various metal−Pc derivatives and
derived a linear relation between these parameters, with transfer
integral decreasing with distance with a 75 ± 5 meV/Å rate.
The description of charge transport in the presence of

dynamic disorder also addresses the question of why some
materials exhibit similar FET behavior with comparable FET
mobilities, but drastically different Hall effect characteristics.435

For example, in TMTES-Pn the wave function localization
length was deemed large enough to allow observation of the
ideal Hall effect but small enough to explain features of
localized charge carriers detected by the CMS. For discussion
of reconciliation between results from the Hall effect, Seeback,
and ESR experiments, refer to an excellent review by
Sirringhaus.435 However, processes other than localization
due to dynamic disorder (such as nuclear tunneling) have
also been invoked as a possible explanation of the same trends
(Section 4.2).453,466

Illig et al.536 quantified the room-temperature long-axis
vibration (σvibr in Table 4) predicted to dominate the dynamic
disorder in rubrene and several R-Pn and R-ADT, DNTT, and
C8-BTBT derivatives. They obtained a significantly reduced
σvibr in C10-DNTT and C8-BTBT as compared to all other
derivatives and proposed a conjugated core with side chains
along the long molecular axis as a new molecular design
strategy that minimizes dynamic disorder. Also, lower σvibr was
correlated with higher mobility in C10-DNTT as compared to

DNTT. However, no particular correlation between mobility
and σvibr was observed in rubrene, R-Pn, and R-ADT
derivatives, which suggests that low dynamic disorder is not
the dominant factor behind high mobility in rubrene and that
σvibr alone cannot serve as a predictor of mobility.
Interestingly, Kubo et al.537 observed a 50−60% increase in

mobility in C10-DNBDT single-crystal nanowires (which
exhibited room-temperature mobilities of up to 14 cm2/(Vs),
dμ/dT < 0, and according to the design rule above should have
low dynamic disorder) upon a 3% lattice strain, which the
authors attributed to strain-induced suppression of thermal
fluctuations. If strain can efficiently suppress dynamic disorder,
considerably larger gains in mobility should be possible to
obtain in materials with higher σvibr such as Pn, TIPS-Pn, or
rubrene. Indeed, about a factor of 6 increase in mobility was
observed in TIPS-Pn under strain;538 however, the findings
(including up to a factor of 39 increase in mobility if the strain
is properly engineered) were described in the framework of
strain-induced changes in transfer integrals without invoking
thermal fluctuations.539 Clearly, more studies are needed to
understand the role of dynamic disorder in mobilities and their
temperature dependence.
Given a large number of recent studies in organic materials

relying on observations of the Hall effect, it is of major
importance to stress that interpretation of Hall effect-derived
mobility, charge carrier density, and a sign of the Hall
coefficient depends on the nature of charge transport.
Theoretical treatment of Hall-effect characteristics in the case
of band transport and adiabatic and nonadiabatic polaron
transport can be found in ref 540. Yi et al.448 considered
contributions of bandlike and hopping charge carriers (with
densities n1 and n2 and mobilities μ1 and μ2, respectively) to the
Hall effect. They derived simple criteria that relate Hall effect-
and FET-derived mobilities (μHall and μFET, respectively) and
densities (nHall and nFET, respectively) depending on the
combinations of n1, n2, μ1, and μ2, thus distinguishing among
strong (high n2 and μ2), intermediate, and weak (low n2 and μ2)
hopping contributions. In particular, when μ1/μ2 is smaller
(larger) than 1 + n n/ 1 , corresponding to the case of strong
(weak) hopping contribution, the Hall carrier density nHall is
higher (lower) than nFET and the Hall mobility μHall is lower
(higher) than μFET. (Here n is the total carrier density.) In the
intermediate case, μ1/μ2 = 1 + n n/ 1 and nHall = nFET and μHall
= μFET, a situation which mimics a simple picture with only
bandlike carriers present. Importantly, in all three cases, the
Hall and FET mobilities (μHall and μFET) are lower than the
intrinsic band mobility μ1. The authors then demonstrated how
the “intermediate hopping” case is realized in tetracene and
oxidized rubrene crystals with various defect concentrations and
both Hall and FET mobilites in the range of 0.4−4 cm2/(Vs).
The ratio of nFET and nHall (nFET/nHall = μHall/μFET = α, which

can also be expressed in terms of μ1/μ2 and n1/n defined
above),448 coined a “carrier coherence factor” α, was also used
to quantify an interplay of “bandlike” and hopping charge
transport in Pn single crystals and films.541,542 The factor α was
found to increase as the temperature decreased (e.g., from α =
0.7 at 300 K to α = 1 at 200 K, at 1 GPa) and pressure
increased (e.g., from α = 0.5 at 0.2 GPa to α = 0.7 at 1 GPa, at
300 K). The authors attributed the findings to the reduced
dynamic disorder at low temperature and high pressure
(quantified by fluctuations in the transfer integral, Δt/t),
leading to α = 1 at Δt/t ∼ 0.11, which was interpreted as a

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13320

http://dx.doi.org/10.1021/acs.chemrev.6b00127


signature of “fully coherent transport”. However, given that the
highest achieved mobility was only ∼2.5 cm2/(Vs), consid-
erably below values expected for band transport in Pn crystals,
it appears that the observation of α = 1 would be more
consistent with the “intermediate hopping” case discussed
above.
In addition to coupling to low-frequency modes, the

importance of coupling to high-frequency intramolecular
modes has been emphasized in theoretical work362,452,453,465

and established experimentally. For example, a broad-band THz
spectroscopy on rubrene crystals demonstrated electron
coupling to an intramolecular mode at 15.5 THz (∼520
cm−1).361 Bakulin et al.543 applied pump−push photocurrent
spectroscopy, combined with DFT calculations, to Pn/C60
photoresistors. The authors were able to quantify coupling of
charge carriers to several intramolecular vibrational modes.
They observed a factor of 2−5 stronger coupling to the
stretching deformation along the long Pn axis (in the 1400−
1650 cm−1 range), as compared to that along the short axis (in
the 1200−1400 cm−1 range). The coupling was accompanied
by an increase in the photocurrent (Figure 12), which was
explained in the framework of the phonon-assisted hopping.

The role of intramolecular vibrational modes in charge
transport was theoretically investigated by comparison of the
charge transport characteristics in unsubstituted and isotope-
substituted derivatives (so-called isotope effect).544,545 For
example, when quantum nuclear tunneling is important for
promoting charge transfer, the derivatives substituted with
heavier nuclei (via, e.g., deuteration or 13C-substitution) are
expected to exhibit lower carrier mobilities. The substitution
position for a large isotope effect is determined by involving the
vibrations with strong contributions to the reorganization
energy and electron−phonon coupling. Via this mechanism, up
to 20% electron mobility reduction was theoretically predicted
for NDI-C6 derivatives with all-deuteration.544 In acenes, 3−5%

(7−9%) hole (electron) mobility reduction was predicted for
13C replacement of all 12C atoms on the backbone due to the
major contribution of CC stretching to the reorganization
energy, with larger effect expected for smaller molecules (e.g.,
∼3% in Pn versus 5% in Nph). On the other hand, deuteration
(i.e., replacement of all H atoms on the acene backbone with
D) was expected to produce a smaller effect (0.3−1% for holes
and 4−6% for electrons).545 This is consistent with an
experimental study of Xie et al.,546 who reported no effect of
deuteration on the charge transport characteristics of rubrene
crystals. However, a similar conclusion could also be reached if
band transport was the dominant transport mechanism (as is
often considered to be the case in rubrene), as no isotope effect
would be expected in the band picture.545 Therefore,
experiments on derivatives with substitutions specifically
targeting larger isotope effects are necessary to validate
theoretical predictions. One example is TIPS-Pn, for which a
relatively large change in the hole and electron mobility (∼15%
and 16%, respectively) was predicted upon backbone
deuteration.
Clear understanding of the relationship between the mobility

values and the temperature dependence dμ/dT, and what it
indicates about the charge transport mechanism, has also not
been reached yet. For example, Xie et al.514 observed no
correlation between these μ and dμ/dT in DNTT single
crystals, whereas Podzorov et al.533 found that higher mobilities
corresponded to more negative dμ/dT in rubrene crystals.
Moreover, Xie et al.547 reported that Hall mobility and its
temperature dependence in rubrene crystals were strongly
dependent on the hole density p, with a well-defined peak
mobility of ∼4 cm2/(Vs) at p ∼ 0.15 holes/molecule (∼2.6 ×
1013 cm−2). (The authors were able to achieve hole densities p
of up to 0.32 holes per molecule by using the electric double
layer transistor geometry.) The authors observed temperature-
independent mobility (∼4 cm2/(Vs)) at p ∼ 0.15 holes/
molecule, whereas thermally activated mobility was observed at
both lower and higher densities (e.g., with activation energies of
14 and 48 meV at p ∼ 0.11 and 0.26, respectively). To explain
the differences in temperature-dependent resistance obtained at
various hole densities, they invoked variable range hopping at
low hole densities (<0.15 holes/molecule), strongly correlated
2D metal behavior at intermediate hole densities (correspond-
ing to the peak mobility), and multiphonon hopping at high
hole densities (>0.15 holes/molecule). Goetz et al.548 observed
a transition from thermally activated mobility (230−300 K) to
temperature-independent (and considerably lower) mobility at
lower temperatures in STB-TCNQ crystals. The observation
was explained by the reduction in the STB librational motion
(at 279 and 285 cm−1) at low temperatures which froze-in the
static orientational disorder, resulting in a tunneling mechanism
of charge transport.

4.3.2. Polymers. For polymers with mobilties below ∼0.1
cm2/(Vs), disorder models (Section 4.2.5) are typically
adequate to describe experimental observations, and electric
field-assisted and thermally activated behavior of mobility is
commonly observed. Brondijk et al.490 observed the reduced
temperature dependence of FET transfer characteristics in
monolayer polymer (of P3HT, PTV, or MDMO-PPV) films as
compared to those in thicker (>80 nm) films; these
observations were described in the framework of 2D and 3D
transport, respectively, in the exponential DOS using the
Vissenberg-Matters VRH model. Kronemeijer et al.491 estab-
lished a 2D nature of charge carrier distribution in a variety of

Figure 12. (a) Vibration-induced hopping rates for different modes
calculated for a Pn crystal (left axis). Experimentally observed
enhancement in the photocurrent due to vibrational excitation of
the same modes (right axis). (b) Eigendisplacements of the 1,632
cm−1 mode, which is one of the modes with a large transition dipole
moment. Adapted with permission from ref 543. Copyright 2015
Nature Publishing Group.
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top-gate polymer FETs and found a correlation between
Urbach energies extracted from the sub-bandgap Urbach
absorption tails and the DOS width obtained from modeling
of FET characteristics using the Vissenberg−Matters model
(see Section 8.2, Figure 24).
Dispersive transport characterized by time-dependent

mobility was observed using THz spectroscopy,418,549 transient
photocurrent measurements,301,345 photo-CELIV,550 and other
methods417 in various polymers (e.g., PPV derivatives or PFO)
and their BHJs. (Some reports of time-dependent mobility
obtained from photo-CELIV have been questioned in the
literature due to ambiguity in data interpretation.551 The
importance of experiments at as low intensities as possible in
THz spectroscopy was also emphasized to differentiate between
the time-dependent mobility and time-dependent photo-
generated carrier density.552) On the other hand, Philippa et
al.553 observed time-independent and electric field-independent
mobility (<10−3 cm2/(Vs)) in PCDTBT:PCBM and
PTB7:PCBM solar cells.
At low carrier densities (e.g., 1015−1017 cm−3), which are

typical for organic optoelectronic devices, the mobility
measured in annealed P3HT:PCBM blends exhibited carrier
density (n) dependence μ ∼ nδ with δ between 0.3 and 0.7,554

depending on the crystallinity, which was explained in a
framework of the multiple trapping model.555 Yu et al.556

observed a reduction in the thermal activation energy of the
mobility from 42 to 7.4 meV, accompanied by an order of
magnitude increase in mobility upon addition of 1 wt % of
boron-doped CNTs to P3HT, due to increased P3HT
crystallite sizes in the doped samples.
However, a number of observations were reported that are

not readily described by the disorder models. Contrary to
expectations of thermally activated charge carrier mobility in
the disorder-dominated regime, charge transport in MEH-PPV
films at subpicosecond time-scales yielded dμ/dT < 0: in
particular, a ∼20% mobility increase from 300 to 30 K,343

which was attributed to freezing-out molecular torsions that
decreased the disorder at low temperatures. Such observations
are not limited to ultrafast time-scales. For example, Andersson
et al.557 also observed dμ/dT < 0, and drastically different
temperature dependence of electron and hole FET mobilities,
in amorphous low-mobility (<10−3 cm2/(Vs)) D−A copolymer
TQ1 films. Using DFT calculations, these observations were
linked to conformational dependencies of frontier orbital
delocalization. In electrochemically gated P3HT transistors,
the Hall effect was observed at high hole densities (<0.15
holes/monomer), with the hole mobility of ∼0.8 cm2/(Vs) at
190 K.558 The authors attributed this observation to a crossover
from the nonadiabatic VRH to a “bandlike” transport at hole
densities of about 6 × 1020 cm−3.
Asadi et al.559 examined charge transport in various

semiconducting polymers (e.g., P3HT, PPV derivatives, etc.)
at high carrier densities. They argued that the semiclassical
description of hopping using either Miller−Abrahams or
Marcus rates is insufficient, which led them to include effects
of nuclear tunneling. (This formalism yields the Marcus rate at
high temperatures, when kBT ≫ hωc, where ωc is a
characteristic frequency taken to be a high-frequency stretching
vibration.) This approach yielded a power-law dependence of
the current (I) on the temperature in the low-voltage (V)
Ohmic regime (so that I ∼ TαV) and a temperature-
independent but power-law-voltage dependent current in a
high-voltage regime (I ∼ V1+α). Experimentally, the authors

performed measurements at high charge carrier densities to
suppress energetic disorder, which would allow them to observe
intrinsic hopping. Using this formalism, they were able to
describe the power-law dependence of FET source-drain
currents on voltage and temperature in a variety of pristine
and doped polymers (including P3HT, PPV, PTAA, PBTT,
and PEDOT:PSS). Subsequently, van der Kaap et al. extended
the approach to describe I−V characteristics in a wide range of
charge carrier densities, temperatures, and applied electric
fields.123

The rigidity of the polymer core as well as chain alignment
have been cited to be behind observations of high charge carrier
mobility (>1 cm2/(Vs)) in high-performance D−A copolymers
(Table 3).389,560,561 Extraordinary low disorder, characterized
by Urbach energy comparable to that of inorganic crystals, was
observed in some of these polymers, even in their amorphous
phase, and attributed to torsion-free backbones.389 For an
excellent discussion of charge transport in high-mobility D−A
polymers, see the review article by Sirringhaus.529 In most high-
mobility polymers, mobility is thermally activated (with ∼10−
50 meV activation energies) and is typically described within a
framework of disorder models discussed in Section 4.2.5. For
example, even in highly aligned polymer fibers with room-
temperature mobilities up to ∼24 cm2/(Vs), FET mobility was
thermally activated with ∼30 meV activation energy at 85−180
K and with higher activation energies at around room
temperature (which was attributed to bias stress and/or
moisture).562 In DPP-DTT copolymer FETs, the CMS
revealed the 2D delocalized polaronic signatures, similar for
electrons and holes. However, combination of these effects with
those of energetic disorder resulted in an imbalance in electron
and hole mobilities, so that the FET mobilities were governed
by disorder and yielded ∼0.4 and 1.7 cm2/(Vs) for electron and
hole transport, respectively.563

In DPP-based polymer films (which exhibited mobilities on
the order of 1 cm2/(Vs)), the dμ/dT < 0 with a ∼ 25% increase
in FET mobility between 300 and 220 K was observed and was
attributed to transport through interconnected aggregates with
low disorder.560 In this study, higher mobility values were
correlated with the negative dμ/dT. Lee et al.561 studied FET
mobilities (on the order of 1 cm2/(Vs)) in a D−A copolymer
P8T2Z-C12. They observed Poole−Frenkel electric field-
dependent mobility (μ ∼ exp[βF1/2]) and electric field-
dependent temperature dependence of mobility, with a
crossover from dμ/dT > 0 to dμ/dT < 0 at higher electric
fields. Similar observations were made in films of D−A
copolymer CDT-BTZ derivatives with room-temperature
mobilities of ∼5−10 cm2/(Vs).564 This behavior was attributed
to the electric field-assisted removal of the energy barrier
responsible for carrier localization, which enabled transport in
the extended states. On the molecular level, this observation
was related to the highly planarized backbone of the polymers
that yielded polycrystalline films with ultralow trap density in
the case of P8T2Z-C12 (see Figure 14) and ordered fibers in
the case of CDT-BTZ. In the latter case, the authors also
observed the Hall effect and calculated the “carrier coherence
factor” α (discussed in Section 4.3.1), obtaining α ∼ 0.4 at 300
K, 0.5 at 240 K, and 0.3 at 200 K. The relatively high values of
α, comparable to those in molecular crystals, were interpreted
as evidence for carrier delocalization and bandlike transport.564

This description, along with other recent observations related
to charge transport in high-mobility polymers, are awaiting
theoretical validation.
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4.4. Summary

Understanding of charge transport in high-mobility organic
materials is far from complete and over the past several years
has been further challenged by extraordinarily high mobilities
achieved in polymers with no long-range crystalline order. It
has been clearly demonstrated theoretically that the “bandlike”
behavior of mobility (dμ/dT < 0, Table 4), as well as mobility
anisotropy, does not provide a unique identification of the
charge transport mechanism. Therefore, additional criteria that
would help differentiate between various mechanisms in high-
mobility materials (e.g., those with J < λ < 2J, where J is the
highest transfer integral and λ is the reorganization energy,
Table 3) and that would rely on experimentally accessible
quantities are desirable.
Understanding of the role of electron−phonon interactions

in charge transport and in the resulting mobility needs refining;
experimental studies that probe effects of coupling to particular
vibrational modes (both intramolecular and lattice) on charge
transport are necessary. A clear picture of how charge
delocalization, charge coupling to low- and high-frequency
vibrational modes, and static disorder contribute to charge
transport characteristics depending on the molecular structure,
packing, and external factors (carrier concentration, temper-
ature, electric field) has not yet been developed. Even in the
case of well-studied rubrene, agreement on the coherent band
transport versus incoherent hopping as the dominant transport
mechanism at room temperature has not yet been reached.
There is also conflicting evidence, both computational and
experimental, on the contribution of dynamic disorder to
charge transport.
More work is also needed to adequately describe charge

transport characterized by high mobilities, dμ/dT < 0, and
other behavior (such as mobility electric field dependence,
anisotropy, Hall effect, etc.) in D−A copolymers. In disordered
materials, a better understanding of the applicability of the
GDM versus CDM description of charge transport to various
materials and of the relative importance of the polaron
contribution to charge transport is necessary. Given the
importance of the coexistence of amorphous and crystalline
regions for optoelectronic properties of blends, charge
transport models that specifically take into account this
structural complexity are needed.
Remarkable mobilities have been reported in recent years,

both in small-molecule materials and in polymers (Table 3),
along with “bandlike” transport. However, care should be taken,
for example, when extracting mobility values from nonideal
FET characteristics (which may lead to up to an order of
magnitude mobility overestimation),565 when interpreting
comparisons between mobilities and carrier densities extracted
from Hall effect and FET characteristics (which may skew
conclusions regarding the charge transport mechanism),448 and
when determining the effects of lattice strain on intrinsic
mobility (which need to be disentangled from other effects,
such as strain-induced change in the work function).566

Overall, quantitative descriptions of many observations
pertaining to charge transport in high-mobility materials are
awaiting, and the questions about the speed limit for charge
hopping444 and about the attainable limit for charge carrier
mobility in organic materials remain open.

5. CHARGE TRAPPING AND RECOMBINATION

5.1. Charge Trapping

Charge trapping dramatically affects charge carrier dynamics,
reducing charge carrier mobilities and causing a space-charge
build-up. The nature of charge traps and their effect on charge
transport have been intensively studied; for a brief insightful
review, see ref 600. For a comprehensive review of defects, their
characterization, and mitigation in OPVs, see ref 601. An
excellent tutorial on trap characteristics, their experimental
assessment, and their effect on device performance can be
found in ref 602. Traps could be of structural106 or chemical
origin, and they contribute gap energy states that may reduce
charge carrier mobility, serve as recombination centers, and/or
lead to a space charge field formation.603 The effect of traps on
the device characteristics depends on the trap density and
depth (the energy difference between the trap energy and the
band edge). For example, in FETs “shallow” traps (i.e., those
with depth on the order of several kBT) reduce the mobility and
manifest as a gradual transistor turn-on. In contrast, “deep”
traps (i.e., those with depth ≫ kBT) shift the threshold voltage,
but do not affect the mobility or the subthreshold behavior.602

In OPVs, shallow traps impede carrier transport whereas deep
traps enhance carrier recombination (Section 5.2.2). In PR
devices, the presence of shallow traps reduces the speed of PR
grating formation, whereas deep traps lead to illumination
history-dependent device performance.119 Intrinsic, or struc-
tural, traps in crystalline materials may be related to point
defects or dislocations in crystalline domains, grain boundaries,
and molecular displacements within the crystalline lattice; an
even more complicated picture is realized in polymers.600

Chemical origin (or extrinsic) traps include intentional or
unintentional dopants, biproducts of synthesis such as quinones
in Pn,508 oxidation products as a result of reactions with
oxygen,370,604−606 hydrated oxygen complexes formation607 or
other products occurring as a result of reactions with
water,608,609 and products resulting from reactions with organic
solvents.600 For example, Nasrallah et al.610 exposed diF TES-
ADT FETs to ozone and observed oxidation via quinone and
carboxyl formation; the former was found to serve as traps
responsible for the FET hysteresis. Additionally, traps can be
induced by bias stress, photoexcitation, or thermal anneal-
ing.219,338,611−613 In PR polymer composites that use a small
concentration (<2 wt %) of a sensitizer (e.g., C60, PCBM, and
TNFM; see Table 6), the accumulation of sensitizer anions
(e.g., C60

−) under illumination and bias has been directly linked
to formation of hole traps.220 It is possible that traps of this
origin also exist in OPVs with morphologies with small
acceptor domains.
Kalb et al.614 quantified trap DOS in single crystals and/or

thin films of several materials (including Pn, rubrene, C60, and
6T) using FET and SCLC measurements. They concluded that,
in single-crystal FETs, the dipolar disorder due to the presence
of the gate dielectric and adsorbed water is the main source of
traps, observing that a hydrophobic fluoropolymer gate
dielectric yielded the best performing trap-free devices. Lee et
al.525 deposited an inert fluoropolymer PFPE on the molecular
crystal (rubrene or Tc) surface, which reduced the shallow trap
density via Coulomb interactions between the local PFPE
dipoles and trapped charges. Such interactions converted
shallow traps into filled deep traps (that do not contribute to
charge transport), thus enabling observations of intrinsic
transport. Such treatment of Tc crystals resulted in an increased
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mobility, conductivity, and conductivity anisotropy (Figure 13).
Rubrene crystals had low trap densities and exhibited intrinsic

properties even without any treatment; nevertheless, the PFPE
deposition dramatically reduced the noise in the Hall effect
measurements. Gorgolis et al.337 applied modulated photo-
current spectroscopy to determine the trap DOS in Pn films.
They found a deep exponential trap distribution and a
metastable Gaussian trap distribution, which they attributed
to structural disorder and adsorbed water molecules,
respectively. Dacuña et al.296 intentionally introduced traps
into rubrene crystals using UV ozone exposure and X-ray
irradiation and measured temperature-dependent I−V charac-
teristics combined with numerical modeling. Both treatments
were shown to increase trap concentration, which reduced the
currents in the hole-only diodes. However, the trap energies
and their spatial distribution considerably differed, with the UV
ozone (X-ray irradiation) treatment increasing the density of
surface (bulk) traps with a localized distribution centered at
0.35 eV (with broadly distributed) energy. Lee et al.561

obtained trap DOS by simulating FET transfer characteristics
in several D−A copolymers and compared them to those in
benchmark polymers (such as P3HT) and organic crystals
(DNTT and PDIF-CN2) and films (Pn on various gate
dielectrics). They concluded that low trap densities in the
P8T2Z-C12 polymer (Figure 14), similar to those achieved in
organic single crystals, are behind observations of the dμ/dT <
0 regime (Table 4) in this material.
Ando et al.612 showed that charge trapping in Pn films can

lead to a polymorphic phase transition, causing changes in the
transfer integral and serving as a potential source of variability
in device-to-device performance. The relationship between the
defect nature and whether it would serve as a charge trap is
complicated, and not all defects serve as traps. For example,
there has been experimental evidence615−617 that, contrary to
expectations, grain boundaries in polycrystalline films do not
necessarily trap charges: in particular, the charges are trapped
by the grain boundaries, and not on the grain boundaries.600

Dispersive transport has been discussed in the literature from
the standpoint both of time-dependent mobility due to
relaxation of charge carriers within the DOS and of time-

independent mobility with a progressive carrier loss to trap
states.553,555,618 Manifestation of dispersive transport in the
time-resolved carrier dynamics is a power-law time dependence
of photocurrents and/or excited states populations (∼t−b with 0
< b ≤ 1), which has been observed on time-scales as early as
picoseconds after excitation, and over many orders of
magnitude in time (Section 8.1).40,347,414,555,619 Such behavior
is ubiquitous in organic semiconductors, and it has been
observed in molecular crystals,198,365 polycrystalline films,40 and
polymers and their D/A blends.619 Tachiya and Seki618

theoretically considered recombination of the electron and
hole under conditions that at least one of the carriers is mobile.
They used the multiple trapping framework and incorporated
energetic disorder assuming the exponential DOS (g(E) ∼
exp(E/E0)). They obtained analytical solutions for the cases of
(i) equal and (ii) considerably slower recombination rate as
compared to the trapping rates and derived the power-law
kinetics of the carrier density (n) decay in time. The model
predicted n ∼ t−b with b = kBT/E0 (so that the power-law
exponent b scales linearly with temperature), and such behavior
was experimentally observed in polymer:fullerene blends.555,620

(However, considerably weaker temperature dependence of b
was reported in molecular crystals and crystalline
films.28,198,365) Hofacker et al.621 extended this approach to
include nonequilibrium carrier relaxation and provided a
theoretical description of charge recombination accompanied
by energy relaxation of carriers in materials with exponential
and Gaussian DOS. They modeled the time dependence of the
trapped and mobile charge carriers and established that
recombination is much more pronounced in the Gaussian
DOS as compared to the exponential DOS. For example, at
longer times (e.g., >106ν0

−1, where ν0 is the attempt-to-escape
frequency, taken to be 1012 s−1) the free (trapped) carrier
density decreased by >4 (>5) and 2 orders of magnitude over
the same period of time in the case of the Gaussian DOS (with
σ/kBT = 5 (4), where σ is the width of the Gaussian DOS) and
exponential DOS (with E0/kBT = 5 (4), where E0 is the energy
scale in the exponential DOS), respectively.
Modeling of charge trap effects on time-resolved charge

carrier dynamics with the goal of obtaining quantitative
information on trap densities and distribution, as well as of
their effect on charge carrier mobility and other characteristics
such as PR grating dynamics, is not straightforward. The
problem is often reduced to the inclusion of one or two trap

Figure 13. Time evolution of surface conductance (G = I/V, where I is
the current and V is the voltage) and its anisotropy (defined as the
ratio of the conductivities in the a-b and orthogonal to the a-b plane
directions) in a Tc single crystal due to the “trap-healing effect”
induced by the PFPE treatment. The inset shows the trap-healing
effect in Tc FETs, leading to a factor of ∼2.7 increase in mobility.
Adapted with permission from ref 525. Copyright 2013 Nature
Publishing Group.

Figure 14. Trap DOS extracted from modeling the FET transfer
characteristics in molecular crystals (DNTT, PDIF-CN2), small-
molecule films (Pn) on various gate dielectrics, and polymer films. The
low trap density in P8T2Z-C12 enabled observation of dμ/dT < 0 in
TFTs at high gate voltages. Reprinted from ref 561. Copyright 2015
American Chemical Society.
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energy levels into the model,120,297,301,603 which does not
capture the power-law-distributed dynamics. Christ et al.619

reproduced power-law decays in the nanosecond photo-
response from P3HT:PCBM blends by incorporating nine
exponentially distributed in energy trap states (ranging between
46 and 380 meV) into drift-diffusion simulations. Once
trapping effects were accounted for, it was found that trap-
free charge carrier mobilities were more than 3 times higher
than the typically measured effective mobilities. MacKenzie et
al.333 included 80 electron trap and 80 hole trap levels, 10 meV
width each, thus discretizing the DOS. The model was able to
reproduce steady-state J−V characteristics as well as transient
photocurrent and photovoltage dynamics in P3HT:PCBM
solar cells. The modeling extracted the DOS that consists of a
set of Gaussians offset in energy, which were attributed to
energetic disorder. Street622 measured the time-resolved
photocurrent Iph(t) in polymer:PCBM solar cells and extracted
the DOS (g(t)) by analyzing photocurrent dynamics at times
longer than the carrier transit time using

=g t
I t t

evfk T
( )

( )ph

B

where e is the electron charge, v is the device volume, and f is
the fraction of the states filled at each energy level. The time t at
which the carrier is extracted and the trap depth E were related
by the following expression

ν=E k T tln( )B 0

where ν0 is the attempt-to-escape frequency. MacKenzie et
al.623 applied a similar approach and established that in order to
extract the “true DOS” from the Iph(t) in solar cells, the
measurements should be performed over a range of negative
voltages to ensure that DOS does not change with voltage.
Nicolai et al.607 modeled single-carrier J−V characteristics in

various polymer films (including P3HT, PPV derivatives, F8BT,
PF10TBT, and PCPDTBT) and observed that electron
transport in all polymers was similar, and limited by traps
with density of ∼1017 cm−3, energy of ∼3.6 eV below the
vacuum level, and a typical distribution width of ∼0.1 eV
(Figure 15). They concluded that these electron traps must be
of the same origin, and unrelated to structural defects, but
rather have chemical origin and be caused by formation of
hydrated oxygen complexes (e.g., (H2O)2−O2)). In this case,
the average trap depth decreases as the polymer LUMO
deepens (e.g., from ∼0.7−0.8 eV in PPV derivatives to ∼0.6 eV

in P3HT and to ∼0.2 eV in PCPDTBT), as shown in Figure
15. In the follow-up work,624 strong suppression of electron
trapping in a low-bandgap semiconducting polymer was
demonstrated when the polymer was blended with another,
high-bandgap polymer. This was accompanied by reduction in
losses due to nonradiative recombination (between free holes
and trapped electrons), which boosted the efficiencies of
polymer LEDs.

5.1.1. Charge Traps in Photorefractive Organic
Materials. Traps have been extensively studied in photo-
refractive (PR) materials,603,625−627 as in these materials traps
are a critical part of the materials design (Section 6).220,628,629

In particular, they determine the capability of the material to
store charge, which establishes the material’s utility for
particular PR applications. Therefore, charge traps have to be
incorporated into modeling of PR properties, and in many
high-performance PR polymers at least two trap levels are
needed to explain the PR performance.603 PR polymer
composites typically include a small amount of a sensitizer to
promote charge generation, conductive polymer to promote
charge transport, NLO chromophore to promote electric field-
dependent refractive index change, and a plasticizer to lower
the glass transition temperature. As such, the PR composites
are highly disordered, and high trap densities, as well as large
material-to-material variability, would be expected. However,
most high-performance PR materials exhibit PR trap densities
on the order of 1017 cm−3,630,631 which suggests that only a
particular subset of traps of all possible origins serves as a PR
trap.
Most high-performance PR materials utilize a sensitizer, and

accumulation of its anion (e.g., C60
−) that forms under

continuous excitation (and facilitated by the presence of
applied electric field) has been determined to be one of the key
factors affecting the hole trap density.632 It is also responsible
for the illumination history dependence of the PR response
which is detrimental for devices. However, the degree to which
the sensitizer anions accumulate, as well as the charge trapping
and detrapping dynamics and effective trap densities, strongly
depend on the HOMO energies of other constituents of the PR
polymer composite (such as NLO chromophore and/or
plasticizer), which act as compensating traps.603,633 For
example, in PR polymer composites containing C60 sensitizer
(Ip = 6.4 eV, where Ip is the ionization potential), 7-DCST
NLO chromophore (5.9 eV), DBDC plasticizer (5.62 eV), and
either PATPD (5.43 eV) or PVK (5.92 eV) as the charge-
transporting polymer, a considerably more stable performance
was achieved with PATPD as compared to PVK.634 This
observation was explained by an increased trap density in PVK-
based composites, in which both the NLO chromophore and
the plasticizer served as hole traps (as their Ip values are lower
than that of PVK), that led to illumination history-dependent
performance that degraded in time. These components did not
serve as traps in the PATPD-based composite, so that no long-
time evolution of the PR performance was observed. Also
important is that the effective trap densities evolve dynamically
depending on the illumination and electric field, which must be
accounted for in modeling the PR characteristics and in
designing materials for PR applications. Finally, depending on
the material, for the best performance (which relies on
unbalanced hole and electron transport, Section 6), it could
be necessary to manipulate the relative densities of hole and
electron traps. For example, addition of a low concentration of
Alq3 to a PATPD-based PR polymer composite increased the

Figure 15. LUMO energies (solid line) and center of the electron trap
distribution (dashed lines) in various polymers. Reproduced with
permission from ref 607. Copyright 2012 Nature Publishing Group.
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electron trap densities, which improved the PR gain and
response time, as well as reduced the material’s susceptibility
toward dielectric breakdown.635

5.2. Charge Recombination

Nongeminate recombination involves charge carriers generated
by different absorption events (in contrast to geminate
recombination, which was discussed in Section 3.1). Non-
geminate recombination has been extensively studied in D/A
HJs and has been considered as one of the key factors
responsible for the Voc losses and a reduced FF in polymer:-
fullerene BHJs,289,291,636−639 as well as for nonradiative losses in
polymer LEDs.640 Recent comprehensive reviews of non-
geminate charge recombination in organic BHJs and OLEDs
are available (Table S1).640−642

5.2.1. Bimolecular Recombination. Langevin theory has
been used in many studies of organic optoelectronic materials
to account for bimolecular recombination.641 In this model, the
bulk recombination rate constant γLan was calculated from the
flow rate of electrons into the infinite depth of the Coulomb
potential of the hole, which recombine when electron and hole
are infinitely close to each other. With this description, the rate
constant is given by

γ κ μ μ εε= +e( )/Lan p n 0 (41)

so that the recombination rate is RLan = γLan np, where n and p
are electron and hole densities, respectively, and the prefactor κ
= 1. The assumptions of the model are that the mean free path
of the charge carriers is smaller than the Coulomb radius rC of
eq 27 and that the charge transport is homogeneous
throughout the device; that is, electron and hole densities are
nonfluctuating and uncorrelated.641 This assumption might be
valid for crystalline materials (including small-molecule
BHJs),638 for which such fluctuations could average out over
the relatively long mean free path, but it breaks down in low-
mobility disordered polymers and their D:A blends. As a result,
in these systems Langevin rates tend to be overestimated as
compared to experimentally measured ones by up to 3 orders
of magnitude.638,639,643,644 Hilczer and Tachiya645 presented a
unified theory of geminate (Section 3.1) and nongeminate
recombination, arriving (in the absence of electric field) at the
rate constant

γ
γ

=
− − −r R Dr pR1 exp( / )(1 / )

Lan

C C
2

(42)

Here p is a parameter given by the product of the back transfer
rate and the electron−hole separation R, D is the diffusion
coefficient, and rC is the Coulomb radius. Equation 42 recovers
the Langevin expression when R = 0 and can be extended to
incorporate the dependence on the external electric field. The
model also predicts that if DrC/pR

2 > 103, the recombination
loss is suppressed by increasing the electric field. Burke et al.237

applied this model to the case of recombination involving
multiple events of CT state formation and splitting into free
carriers in organic solar cells. They suggested that the Langevin
reduction factor (γ/γLan) is a measure for the fraction of free
carrier encounters that lead to recombination, with the factor
approaching 1 if the CT state recombination is much faster
than the CT state splitting into free carriers and with it
approaching 0 if the CT states and free carriers are in
equilibrium. They concluded that, in most organic solar cell
materials, the reduction factor is at or below ∼0.2, suggesting a
close-to-equilibrium situation, which was then used to quantify

the relationship between Voc and the properties of CT states
(Section 11.1.1.1).
Various modifications of the Langevin rate constant γLan of

eq 41, specific to D−A systems, were proposed. For example,
polarization effects were introduced by using a prefactor κ = |
(ε2 − ε1)/(ε2 + ε1)|, where ε1,2 are the dielectric constants of
the donor and acceptor, respectively. Accounting for charge
spatial profiles and energetic disorder introduced a prefactor κ
= 2πΔE/kBT exp(−2ΔE/kBT), where ΔE is the difference in
the D−A HOMO or LUMO energies. Incorporation of only
the motion of the slower charge carrier in the rate (which
replaces μn + μp in eq 41 with the lower value out of μn and μp,
i.e. min(μn,μp)) has also been proposed.641

Heiber et al.646 showed through Monte Carlo simulations
that the recombination rate dependence on a particular
combination of electron and hole mobilities depends on the
domain size. They proposed the following rate:

γ
εε

μ μ
=

+⎛
⎝⎜

⎞
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e
f d

2
( )

2
e
g

h
g g d

0

1/ ( )

(43)

where f(d) is a domain size-dependent prefactor and g(d) is the
domain size-dependent exponent, both of which monotonously
decrease as the domain size (d) increases. For a very small
domain (d → 0), f = 1 and g = 1, recovering the Langevin
expression. In the follow-up study,647 eq 43 was generalized to
replace the dependence on d with that on the dimensionless
ratio d/ds. Here ds is the average charge carrier separation
distance estimated using ds = Γ(4/3)(3/(4π(n + p)))1/3, where
Γ is the gamma function and n (p) is electron (hole)
concentration.
Distinguishing between geminate and nongeminate recombi-

nation experimentally is not straightforward, and it has been
shown theoretically240,648 and experimentally649 that it should
be done at low light intensities. Experimentally, the bimolecular
recombination efficiency has been obtained via time-resolved
and steady-state measurements of photocurrents and excited
state populations (e.g., in transient absorption experi-
ments).120,289,291,300,555,637,650,651 In the absence of other
contributions, dominant bimolecular recombination would be
expected to yield time-resolved power-law decays of charge
carrier population scaling as ∼t−b with b = 1 and light intensity
(I) dependence of the photocurrent amplitude (Iph) scaling
with intensity as Iph ∼ Ia with a = 0.5. However, often values of
a < 1 and b assuming any value in the range of 0 < b < 1 are
observed.347,620 Seki et al.620 argued that b < 1 is expected when
the deep traps inside the bandgap are described by an
exponential trap energy distribution and considered a case
with b < 0.5. They analyzed light-induced electron spin
resonance (LESR) data obtained under pulsed and continuous
excitation of P3HT:PCBM and P3OT:PCBM BHJs in the
framework of the multiple trapping model. It was established
that the charge density power-law decay (∼t−b) in time-
resolved experiments (0.1−100 s in their case) could be related
to trap distribution leading to intensity dependence of the
steady-state photocurrent Iph ∼ Ia with a = b/1 + b.
The exponent a in the light intensity dependence with values

0.5 < a < 1 has been observed in various materials including
polymer:fullerene BHJs,340 PR polymers,220 amorphous glasses
(e.g., DCDHF), and small-molecule polycrystalline films such
as R-Pn or diF R-ADT.347 The values between 0.5 and 1 are
typically described by varying contributions of shallow traps to
charge transport,220 described by space-charge field effects, or
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related to the fraction of the charge carriers that are lost due to
bimolecular recombination.340 Evolution of the parameter a in
Iph ∼ Ia depending on the time at which carriers are probed has
been observed in frequency dependent (quasi-steady-state)
photocurrent experiments in polycrystalline and amorphous
films.347 In these experiments, cw excitation was chopped at
various chopper frequencies f and the photocurrent was
detected with a lock-in amplifier. Values of a between ∼0.7
and 0.9, depending on the material, were observed at f = 20 Hz,
increased with f, and approached 1 at f = 1 kHz. In organic solar
cells, a = 1 was attributed to effective sweep-out of carriers prior
to recombination.638 Koster et al.340 proposed that loss of
carriers due to bimolecular recombination (ηBR) in
P3HT:PCBM BHJs could be obtained using ηBR = 1/a − 1,
where a is determined from the light intensity (I) dependence
of the short-circuit current (Jsc ∼ Ia).
Wetzelaer et al.651 proposed a method of obtaining

bimolecular recombination efficiency from steady-state meas-
urements of SCLCs in single-carrier and double-carrier devices
(as controlled by carrier injecting or blocking electrodes) and
arrived at the prefactor for the Langevin formulation (κ in eq
41) in the form

κ π=
− +

J J

J J J
16

9 ( )
p n

D p n
2

(44)

where Jp (Jn) are hole-only (electron-only) SCLCs and JD is the
double-carrier current. This relationship was derived from
combining the two limits of slow and infinite recombination,
and it assumes trap-free electron and hole transport. The model
was used, for example, to quantify the competition between
charge recombination and extraction in various polymer:-
fullerene, polymer:polymer, and small molecule:fullerene BHJs,
which was determined to be responsible for the FF achieved in
these solar cells (Section 11.1.1.3).639

5.2.2. Trap-Assisted Recombination. Another important
recombination mechanism is trap-assisted recombination, often
referred to as Shockley−Read−Hall (SRH) recombination,
which involves recombination between a mobile charge and a
stationary charge of the opposite sign, immobilized in a deep
trap. Kuik et al.652 showed that, in disordered materials, this
process is governed by diffusion of free carriers (typically holes)
to the trapped carrier (typically electron). The SRH rate is
given by

=
+ + +

R
C C

C n n C p p
N pn

( ) ( )SRH
n p

n p
t

1 1 (45)

where Nt is the electron trap density, p (n) is the mobile hole
(electron) density, Cp (Cn) are the hole (electron) capture
cross-sections, and p1n1 = NCNV exp(−(EC − EV)/kBT) (where
NC (NV) and EC (EV) are conduction (valence) band DOS and
energies). The SRH rate is linear with free carrier density (in
contrast to the Langevin rate RLan, which is quadratic with
carrier density) and thus is considered to be of a
monomolecular character. This makes the SRH a first-order
process, in contrast to the bimolecular second-order process
represented by the Langevin model and its extensions. The
total recombination rate is then a sum of the Langevin and of
the SRH rates. (Note that sometimes the term “bimolecular
recombination” includes both Langevin and SRH mechanisms
and refers to recombination between two distinct species,
irrespective of the order of the reaction.637 For a detailed

discussion of the meaning of reaction order in the context of
different recombination mechanisms, see ref 653. In the present
review, “bimolecular” assumes the Langevin-type recombina-
tion, concerning recombination of mobile electrons and holes.)
Analytical descriptions of charge recombination that include
various recombination processes have been developed.618,621

Shuttle et al.554,654,655 used a combination of experimental
techniques and intensity-dependent Voc measurements in a
variety of polymer:fullerene and small molecule:fullerene BHJs
to show that the kinetics of the charge carrier density can be
described by dn/dt ∼ −γn2 ∼ nδ+2, where δ > 0. This
demonstrated that the rate γ is not a constant, but a parameter
dependent upon carrier concentration that incorporates
competition between bimolecular and SRH recombination
mechanisms.
Several studies utilized the light intensity dependence of Voc

to quantify the interplay of bimolecular and SRH recombina-
tion, with the logarithmic dependence of Voc on light intensity
with the slope of kBT/e in the case of bimolecular
recombination-only and a higher slope in the presence of the
SRH.638,642,656 However, Proctor and Nguyen657 pointed out
that when the leakage current is not negligible (Rsh is finite in
eq 46), the slope can appear to be higher than kBT/e even in
devices with purely bimolecular recombination, as described by
the following expression:

γ
= −
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Here Egap is the band gap, e is the elementary charge, P is the
dissociation probability of a bound electron−hole pair, γ is the
bimolecular recombination rate coefficient, Nc is the effective
density of states, L is the active layer thickness, and G is the
photogeneration rate. (At large shunt resistance values Rsh, the
eq 46 simplifies to the expression proposed by Koster et al.658

used for ideal systems with negligible leakage currents, and
assuming Langevin bimolecular recombination mechanism to
be the only loss mechanism.)
Tzabari and Tessler649 observed the transition from

bimolecular to monomolecular (SRH) recombination using
measurements of EQE as a function of light intensity over ∼4
orders of magnitude in P3HT:PCBM solar cells. In their follow-
up work, Tzabari et al.659 used similar experiments to conclude
that exciton−polaron recombination is a more competitive
recombination channel than Langevin-type recombination, and
it is the interplay of the SRH and exciton−polaron annihilation
that determines recombination losses in P3HT:PCBM solar
cells. (Exciton−polaron annihilation is also an important loss
channel in OLEDs.640) Contributions of bimolecular and trap-
assisted recombination to time-resolved photocurrents have
also been quantified via drift-diffusion modeling of experimental
data.120,303

Spin-dependent recombination in OPVs has not been
studied as extensively as that in OLEDs, and the importance
of spin of recombining charge carriers for recombination losses
in OPVs has recently been emphasized.412,424,641 Pertinent
fundamental physics was explored, for example, by Devir-
Wolfman et al.660 who examined spin-mixing processes6,661 that
govern spin-dependent recombination in various P3HT:PCBM
blends. Through measurements of photocurrent as a function
of magnetic field in OPV devices, they demonstrated that
hyperfine interactions within the polaron pairs and the “Δg
mechanism” (where Δg is the difference in the g-factors of the

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13327

http://dx.doi.org/10.1021/acs.chemrev.6b00127


electron and hole), both in polaron pairs and in the CT
excitons, are dominant spin-mixing processes at lower and
higher magnetic fields, respectively.

5.3. Summary

Considerable progress in understanding charge trapping and
recombination processes in organic materials and their role in
determining key (opto)electronic device characteristics has
been made in the recent years. Nevertheless, several aspects
require further explorations. Quantitative description of traps
resulting from structural defects (dislocations, polymorphs,
etc.) and from extrinsic defects (such as chemical impurities)
and of their relative contributions to charge transport and
recombination characteristics is still lacking. Studies that
include microscopic structure in considerations of trapping
and recombination properties (rather than relying on macro-
scopic parameters) are also limited thus far. Mechanisms of trap
reduction have been proposed, but better understanding of
underlying processes and their relevance to various materials
systems is needed. Advances in analytical and computational
description of nongeminate recombination and its manifes-
tation in experimentally accessible quantities have been made.
However, further developments that incorporating charge
delocalization and spin-dependent effects into formulations
for charge recombination efficiencies641 and experimental
validations of these contributions depending on the system
are necessary.

6. PHOTOREFRACTIVE EFFECT

The photorefractive (PR) effect refers to spatial modulation of
the index of refraction under nonuniform illumination via space
charge field formation and electric field-dependent refractive
index change. The effect arises when charge carriers, photo-
generated by a spatially modulated light intensity, separate by
drift and diffusion processes and become trapped to produce a
nonuniform space charge distribution. The resulting internal
space-charge electric field then modulates the refractive index
to create a phase grating, or hologram, which can diffract a light
beam. Because of charge carrier motion over approximately
micrometer distance, the incident light intensity pattern and the
refractive index modulation are phase-shifted (displaced) in
space. An important consequence of this phase shift is energy
transfer between two interfering light beams in a PR medium,
called asymmetric two-beam coupling (2BC). If the coupling is
sufficiently strong, the 2BC gain may exceed the absorption and
reflection losses of the sample, and optical amplification can
occur. Many of the applications that have been proposed for PR
materials rely on the 2BC gain, including coherent image
amplification, novelty filtering, self-phase conjugation, beam
fanning limiters, and simulations of neural networks and
associative memories. Other applications, such as holographic
data storage or 3D holographic displays,662,663 rely on the
ability of the hologram to diffract light, quantified by diffraction
efficiency.
On the materials side, the photoconductive properties and

electric field-dependent refractive index, as required by the PR
effect, are generally provided by a combination of functional
components in the composite that include a sensitizer, a
transporting medium, trapping sites, and NLO chromophores.
Comprehensive review of pre-2004 work on PR organic
materials can be found in ref 220, with a more recent work
reviewed in refs 628 and 629. A short tutorial-level overview of
the PR effect, materials, and applications is available in ref 5; a

recent book on the subject is also available.664 Here, a brief
account of the mechanisms involved and outstanding issues are
discussed, with the goal of promoting further research in this
area that builds on achievements in understanding of relevant
physical mechanisms and material design in organic solar cells
and high-mobility polymers.
Figure 16 illustrates the microscopic processes required to

produce a hologram by the PR mechanism. Two intersecting

coherent beams of light produce an interference pattern with a
grating wavelength

λ
θ θ

Λ =
−n2 sin[( )/2]2 1

Here n is the index of refraction of the material, λ is the optical
wavelength in vacuum, and θ1 and θ2 are the internal angles of
incidence of the two writing beams relative to the sample
normal. For normally accessible opening angles between the
two light beams and visible optical wavelengths, Λ is in the
range 0.3−20 μm. The direction normal to the light and dark
planes defines the direction of the grating wavevector K, the
magnitude of which is given by K = 2 π/Λ. If one denotes the
x-axis as the direction of the grating wavevector, the optical
intensity follows the sinusoidal pattern shown in Figure 16(a).

Figure 16. Photorefractive grating formation: (a) charge generation;
(b) charge transport; (c) charge trapping; (d) space-charge field
formation and refractive index modulation. Reprinted from ref 220.
Copyright 2004 American Chemical Society.
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The first physical process required for the PR effect is the
generation of mobile charge in response to the spatially varying
illumination. Photoinduced charge generation is in most cases
assisted by a sensitizer molecule that absorbs light and then
becomes reduced, injecting a hole into the material (e.g.,
semiconducting polymer). Charge generation in PR materials is
strongly electric field-dependent and is typically described in
the framework of an Onsager or Onsager−Braun model;220,629

however, newer models (Section 3.1) that, for example,
explicitly include the effect of polymer conjugation in the
formulation for photogeneration efficiency248 may become
more appropriate for new and improved PR materials.
Inefficient charge generation has been cited as one of the
factors limiting the rate of hologram formation, and the search
for better and preferably nonfullerene sensitizers is ongoing
(Section 9.5, Table 6).
The second element for the PR effect is transport of the

generated charges, with one carrier being more mobile than the
other. In Figure 16(b), the holes are shown to be more mobile,
which is the more common case for organics, although several
electron and bipolar transporting PR organic materials were
reported.220,635 (Note that having one type of charge carriers
more mobile than the other is necessary since charge separation
is essential for the space-charge field formation.) Charge
transport mostly occurs by drift under applied electric field and
is commonly described as hopping quantified in the GDM
framework (Section 4.2.5). Charge transporters are typically
conjugated polymers (e.g., PVK, PPV, PATPD) or small-
molecule glasses (e.g., DCDHF, 2BNCM), and low charge
carrier mobility has been considered as one of the key factors
limiting the rate of hologram formation.
The third element for the PR effect, which is critical for

applications such as 3D holographic displays when long grating
lifetimes are desired, is the presence of trapping sites which
temporarily hold the charge carrier. Because trapping is an
important part of the space-charge field formation in PR
polymers, a considerable research effort has been devoted to
understanding the origin and properties of PR traps (Section
5.1.1) and to identifying the desirable charge trap character-
istics. For example, Monte Carlo simulations of space-charge
field formation predicted that the optimal trap depth depends
on the energetic disorder and trap concentration.665

After separation of charge carriers occurs, the resulting space-
charge density is shown in Figure 16(c). Poisson’s equation of
electrostatics dictates that such a charge distribution produces a
sinusoidal space-charge electric field as shown in Figure 16(d),
with the resulting internal electric field shifted in space by 90°
relative to the trapped charge, or one-quarter of the grating
wavelength.
The final requirement for photorefractivity is that the optical

index of refraction of the material must change in response to
the local electric field, which includes contributions both from
the applied electric field (E0) and from the space-charge field
(Esc).

666 This is typically achieved by inclusion of a high
concentration of NLO chromophores into the PR composite,
for which the following figure of merit (FOM) has been
identified:
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Here M is the molar mass, kB is the Boltzmann constant, and
T is the temperature, and the requirements for the molecule are

determined by a combination of the ground state dipole
moment (μg), polarizability anisotropy (Δα), and first hyper-
polarizability (β). The mechanism behind the refractive index
change can be provided by the Pockels effect and orientational
Kerr effect. Most high-performance PR materials have low glass
transition temperature (achieved by inclusion of a plasticizer in
the composite, Table 6), in which the latter mechanism
dominates, resulting in a quadratic field dependence of the
refractive index (Δn ∼ (E0 + Esc(x))

2). Due to the sinusoidal
space charge electric field, a spatial modulation of the index of
refraction results as shown in Figure 16(d). This is a grating or
hologram that can diffract light. If the sample is much thicker
than the grating wavelength, the grating is a volume hologram
and readout of the grating occurs only when the Bragg
condition is satisfied on the readout beam angle and frequency.
The total spatial phase shift between the peaks of the optical
intensity pattern in Figure 16(a) and the peaks of the index of
refraction modulation in Figure 16(d) is denoted Φ. When the
phase shift is nonzero, the index grating is a nonlocal grating,
and this property is one of the most important special
properties of PR materials, which leads to the 2BC effect and
2BC-enabled applications.
The basic molecular model that describes space-charge field

formation was introduced by Schildkraut and Buettner,305 who
adapted the model developed by Kukhtarev for inorganic
crystals to the case of organic materials and associated electric
field-dependent charge generation, transport, and trapping
dynamics. The model involves solving a set of coupled
nonlinear equations that describe time- and position-dependent
free and trapped carrier densities produced as a result of
nonuniform light excitation (Figure 16), which are solved in
conjunction with the Poisson equation to determine the
dynamics of the space-charge field formation. For several
limiting cases, analytical description of the steady-state and
dynamics of space-charge field formation was also developed.667

Ostroverkhova and Singer603 modeled the contributions of
both shallow traps and deep traps into PR performance, with
the latter responsible for effects such as the illumination history
dependence of PR dynamics and of steady-state PR character-
istics. They used a Fourier decomposition to separately
consider spatially uniform (zeroth order) and spatially varying
(first order) parameters and developed a procedure to extract
parameters from time-resolved photocurrents and use them in
predicting space-charge field dynamics. Kulikovskii et al.668

further developed the analysis and were able to independently
determine more parameters (e.g., separately assess trapping
rates and trap densities) from time-resolved photocurrents and
to explain the effects of time-gating on the PR performance.669

Subsequently,670,671 a photo-EMF technique was used to obtain
a complete set of parameters necessary for space-charge field
modeling. Oh et al.625 explicitly included trap density-
dependent mobility into trapping, detrapping, and recombina-
tion rates. Samiullah672 incorporated exciton diffusion into the
model and argued that a space-charge field can be produced by
drift of holes even without traps at a particular combination of
exciton diffusion rates and DOS. Most recently,673 a
phenomenological model was proposed that differentiates
between the “single event” of excitation, transport, and trapping
and “multiple events” (such as multiple trapping and releasing
of the charge carrier) before the space-charge field is
established. The need for a new model was dictated by
experimental observations of diffraction efficiency dependence
on the pulse width of pulsed writing beams, in a broad range of
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pulse widths of the same pulse energy. Theoretical description
of this effect and of the time-evolution of diffraction efficiency is
now awaiting. Additional opportunities for theoretical modeling
are presented by observations of the strong dependence of the
PR performance on the presence of the buffer layer,673 the
origin of which would be important to understand for further
optimization of the PR device architecture.
The main figures of merit for PR performance are gain

coefficient (Γ) and diffraction efficiency (ηFWM), which relate to
the refractive index modulation (Δn) as follows:220
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Here λ is the wavelength, m is the modulation depth of the
interference pattern, Φ is the phase shift, ηFWM

ext is the external
diffraction efficiency, α is the absorption coefficient, L is the
effective interaction length θ θ=L d/ cos cos1 2 (d is the
sample thickness), and e1̂ and e2̂ are unit vectors along the
electric field of the incident and diffracted beams, respectively.
For the configuration with p-polarized readout, e1̂·e2̂ = cos(θ1 −
θ2), while, for s-polarized readout, the dot product is unity. The
dynamics of PR grating build-up, erasure, and dark decay are
also of critical importance, and are governed both by processes
participating in the space-charge field formation (charge
photogeneration, transport, trapping, detrapping, and recombi-
nation)603 and by the ability of the NLO chromophores to
reorient in the electric field.674,675 These are parameters that
can be obtained from experiments, which provide quantitative
information on the space-charge field formation.
The gain coefficient of eq 48, which quantifies the energy

transfer between the two beams involved in grating formation,
relies on Φ ≠ 0, and no energy coupling occurs at Φ = 0. In PR
materials, Φ ≠ 0 is achieved by charge transport over
macroscopic distances (Figure 16), which distinguishes the
nonlocal PR mechanism from local mechanisms of grating
formation such as photochromism or thermochromism. Given
that both charge generation and transport in PR organic
materials are electric field-dependent, high performance is
typically achieved at high electric fields (Table 7), which limits
their practical applications. Therefore, there has been an effort
to reduce the fields676,677 and/or find alternative mechanisms
which, for example, would produce gains in the absence of
electric field.678,679 An example of such a mechanism is nonlocal
photoisomerization,680 which relies on the cooperative motion
of azobenzene moieties in polymers or sol−gels under
polarized excitation, resulting in spatially shifted domains with
various orientations of chromophores. Materials with enabled
photoisomerization-related mechanisms do not require applied
electric fields and have been recently utilized in dynamic
holographic recording.680−684 The quantitative descriptions of
mechanisms of creating nonlocal gratings that are not produced
by charge carrier transport (or motion of interference patterns),
however, are still under investigation, and only the PR materials
relying on photoconductivity-enabled space-charge field for-
mation and their applications will be considered in this review,
in Sections 9.5 and 11.3 respectively.
6.1. Summary

The complexity of the PR mechanism dictates stringent
requirements for the components of the PR composite. For

example, improving of charge generation efficiency by
increasing the sensitizer concentration typically cannot be
achieved, limiting concentrations to <2 wt %, because of
increased trap densities (that limit the phase shift Φ and inhibit
charge transport) and undesirable enhanced optical absorption.
Achieving enhanced carrier mobility by relying on a long-range
order (e.g., film crystallinity) is also suboptimal, as the presence
of crystallites reduces film optical quality. Low glass transition
temperatures are needed for efficient NLO chromophore
orientation, but they also promote phase separation and reduce
the stability of the material. The existence of a trade-off
between achieving fast dynamics of PR grating formation and
strong steady-state performance (such as diffraction efficiency)
is also a well-known issue, as exemplified by studies of PR
performance depending on the sensitizer concentration.685,686

Nevertheless, high 2BC gains and diffraction efficiencies
together with submillisecond response times have been
demonstrated (Table 7), enabling exciting applications (Section
11.3). Recent developments in the material design (Section 9),
such as high-mobility polymers with torsion-free backbones,
D−A copolymers that promote charge delocalization that
minimizes the need for the driving force needed for charge
generation in D:A blends, as well as considerably improved
understanding of the intricacies of morphologies enabling
efficient charge generation and transport in OPVs (Section 3.3,
9.2, 10), represent an exciting opportunity to further boost the
PR performance. The recently reported capability to study PR
grating formation under pulsed excitation varying over 9 orders
of magnitude673 has the potential to generate valuable insights
into the underlying physics which were not previously
accessible. There are also opportunities for further development
of theoretical models of the PR effect that could guide further
PR material design depending on the application.

7. EXPERIMENTAL METHODS FOR PROBING EXCITON
AND CHARGE CARRIER DYNAMICS

In this section, selected methods that probe charge carrier and
exciton dynamics are outlined, with a focus on insights they
provided into electronic processes occurring in organic
optoelectronic materials. The purpose of this section is (i) to
highlight capabilities of experimental methodologies that probe
specific aspects related to (or relying on) molecular photo-
physics, charge generation, transport, trapping, and recombi-
nation, (ii) to promote further experimental studies of these
processes, enabling new insights, by using novel combinations
of methods, and (iii) to inspire development of new techniques.
Books discussing basic implementations of various techniques
at the tutorial-level are available.2,6,530,687,688 References in
Table S1 should be consulted for comprehensive reviews of
experimental methods focused on other properties, such as
characterization of film structure and morphology.

7.1. Macroscopic Scales

7.1.1. Time-Resolved Probes (fs−ns time-scales).
7.1.1.1. Pump−Probe Techniques. The most prominent
methodology that enables time-resolved measurements of
excited states and charge carrier dynamics is time-resolved
pump−probe spectroscopy. In a basic configuration, two pulsed
beams (a pump and a probe) are incident on a sample, and the
time delay between the pulses is controlled with a delay line.
The transmission or reflection of the probe beam is monitored
as a function of time delay with respect to the pump beam. The
pump beam is often an optical beam in the UV−visible range,
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and the wavelength of the probe beam depends on the
technique, as discussed in this section. Detection schemes and
data analysis are also technique-dependent. However, all
techniques in this section can be classified as “optical
excitation−optical probing” methods. The main advantage of
the pump−probe techniques is their subpicosecond time
resolution. Also, most of these techniques are noncontact,
which makes them attractive for studies of intrinsic charge
carrier dynamics, not confounded by effects occurring at or
imposed by electrodes.
7.1.1.1.1. All-Optical Pump−Probe Spectroscopy. In this

technique, both the pump and the probe beams are within the
UV/visible to near-IR wavelength range (∼300 nm to 2 μm).
The pump is typically a sub-100-fs pulse at a set wavelength of
excitation. The probe beam either originates from a tunable
laser source or has a white-light supercontinuum spectrum. The
change in the intensity and spectrum of the probe beam
transmitted through or reflected from the sample (ΔT/T0 or
ΔR/R0, respectively) is measured as a function of the time
delay between the pump and the probe pulses. This is the most
widely used pump−probe technique, which has enabled
mapping out energies and dynamics of excited states and
probing processes such as excited state absorption (S1 → Sn, T1
→ Tn), intersystem crossing (S1 → T1), spontaneous emission,
etc. The time resolution of the all-optical pump−probe
technique is limited by the pulse width of the laser beams
used, which is typically around ∼100 fs, although measure-
ments with a sub-5-fs resolution have also been reported.689

The technique is very efficient in probing the populations of the
excited states; however, it does not readily differentiate between
the neutral and charged states, which necessitates additional
measurements to unambiguously distinguish between such
states and aid in interpretation of complicated excited state
spectra. To address this issue, a modification has been
suggested (F-TAS), which involves probing the difference in
the transmission of the probe beam through the sample with
and without applied electric field (F).417 In this case, the
measured quantity is (ΔT/T0)(F) − (ΔT/T0)(F = 0), and this
modification has enabled probing dynamics of charged states in
devices (e.g., in OLEDs690); see Table 2 for selected results.
Recently, a technique based on time-resolved photoinduced
absorption was proposed for measurements of singlet exciton
diffusion.126 Transient absorption microscopy, which combines
time resolution of the pump−probe methodology with spatial
resolution of diffraction-limited microscopy, has also been
developed, as discussed in Section 7.2.3.
7.1.1.1.2. Optical Pump−Terahertz (THz) Probe Spectros-

copy. In this experimental method (see a tutorial in ref 530), a
sub-100-fs laser beam at an optical wavelength (∼400−800
nm) is used as a pump and the beam at far-infrared wavelengths
(i.e in the THz region: 1 THz corresponds to a wavelength of
∼300 μm) is used as a probe. The THz pulse can be generated
using an 800-nm, sub-100-fs pulse from an amplified
Ti:sapphire laser via optical rectification in a nonlinear optical
crystal (e.g., ZnTe) or via transient photocurrent generation in
a photoconductive switch (e.g., GaAs). Detection of the
transmitted THz pulse occurs also using the linear electro-
optic effect either in ZnTe or in a photoconductive switch
geometry, with a typical time resolution of ∼300−500 fs. Both
geometries have been used for broadband THz spectrosco-
py;361,691 for example, an 11-μm-thick ZnTe crystal enabled
detection in the 7−100 THz range.692

Optical pumping of the sample prior to probing with THz
generally leads to two effects: a change in the THz amplitude
and a phase shift. The most complete data acquisition involves
measuring the THz waveform at each setting of the pump−
probe delay (known as 2D scan). Then, the waveforms in the
time-domain are Fourier-transformed into the frequency
domain, and the data are analyzed using various models (e.g.,
Drude, Drude−Smith, Cole−Davidson, etc.)200,343,361,530 to
extract real and imaginary parts of photoconductivity (σph), as a
function of frequency (ω).The real part of the photo-
conductivity is related to motion of the mobile charge carriers
under the electric field of the THz wave, while the imaginary
part probes polarization of the bound electron−hole pair
(exciton). For example, in the thin-film approximation for the
amplitude of the THz wave transmitted through a thin
conducting film on a semi-insulating substrate with the
refractive index n, assuming normal incidence, the transmission
of the THz probe (T(ω)) is530
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where Et(Ei) is the Fourier transform of the transmitted
(incident) amplitudes of the THz probe pulse, d is a film
thickness, and Z0 is the impedance of free space (Z0 = 377 Ω).
If there is no phase shift between the THz waveforms

transmitted through the unexcited and photoexcited sample, it
is possible to simplify measurements and data analysis by
measuring only the amplitude of the THz pulse transmitted
through the sample, as a function of pump−probe delay time
(so-called 1D scans). In this case, a relative change in the
amplitude of the transmitted THz probe pulse, −ΔT/T0, where
T0 is the amplitude of THz transmission through unexcited
sample, upon photoexcitation of the sample is measured. The
−ΔT/T0 is directly related to the real part of photoconductivity
of the sample, and at small modulations |ΔT/T0| ≪ 1, which is
typically the case in organic semiconductors, the photo-
conductivity can be determined as198

σ σ≈ = − Δ +T
T

n
Z d

Re
1

ph ph
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The advantage of the technique is that real and imaginary
parts of the conductivity can be obtained directly, without the
need for Kramers−Kronig transformation. As a noncontact
technique, it can be readily applied to studies of mobility and
photogeneration efficiency anisotropy in organic crystals.361,413

The drawback is that charge carrier mobility (μ, which is a sum
of electron and hole mobilities) and photogeneration efficiency
(η) cannot be measured separately and are typically extracted as
a μη product from the photoconductivity40,201 or require
additional information or analysis, often under assumptions of a
particular model,530 for their separation.
Measurements of transient photoconductivity using an

optical pump−THz probe technique enabled observations of
subpicosecond charge carrier photogeneration in a variety of
organic single crystals and small-molecule and polymer films
and their BHJs (Table 2, Section 8.1, Figure 22(a)).200,201,365

They have also revealed “bandlike” behavior of charge
transport,198,201 enabled observation of power-law decay
(∼t−b) of photoconductivity on the picosecond time-scales in
various crystals due to dispersive transport,40,198,201,365

quantified crystal structure-dependent anisotropy in mobi-
lity,413 established coupling of charge carriers to intermolecu-

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13331

http://dx.doi.org/10.1021/acs.chemrev.6b00127


lar360 and intramolecular361 vibrational modes, and identified
differences in charge trapping properties depending on crystal
structure and film morphology (Tables 3 and 4).40,201,365

7.1.1.1.3. Time-Resolved Microwave Conductivity (TRMC).
In this experiment, a sample is excited either with an optical
pulse or with a highly energetic electron beam (in a so-called
pulse radiolysis TRMC), and the transmission or reflection of
the microwave probe pulse (i.e., at GHz frequencies) is
monitored. This is a noncontact technique that allows one to
probe real and imaginary parts of conductivity based on the
decrease of the amplitude and/or a change in the phase of the
electric field of the microwave probe, with nanosecond time
resolution. An excellent overview of the technique was provided
by Savenije et al.302 Similar to the optical pump−THz probe
spectroscopy, the technique measures photoconductivity, from
which the product of charge carrier mobility (more precisely, a
sum of electron and hole mobilities) and photogeneration
efficiency then can be extracted, but it cannot separately
measure these quantities. TRMC has provided valuable insights
into nanosecond−microsecond charge carrier dynamics in
polymers and polymer-based BHJs, as discussed throughout
this review (e.g., Section 8.3).27,302

7.1.1.1.4. Time-Resolved Vibrational Spectroscopy. This
comprises a variety of pump−probe techniques (including 2D
techniques, such as 2D IR spectroscopy693), in which the probe
is in the infrared (IR) wavelength region spanned by
intramolecular vibrational modes (∼3−10 μm), and which
measure time evolution of vibrational modes resulting from
changes in the local environment. It provides information about
molecular structure and charge carrier dynamics.694,695 Various
modalities of ultrafast time-resolved IR spectroscopy have been
widely applied to studies of energy and charge transfer in
photosynthetic systems,25,69,70,696 of photoinduced dynamics in
strongly correlated organic materials (e.g., CT complexes with
strong electron−electron and electron−phonon interac-
tions697), and of organic PV materials.693

In a technique that measures time-resolved photoinduced
absorption by IR-active vibrational modes (IRAV), a sample is
excited with a pump pulse at optical or near-IR wavelengths and
is probed by a probe beam at wavelengths at which significant
IRAV absorption occurs (e.g., at around 10 μm in MEH-PPV).
The IRAV absorption results from Raman-active vibrational
modes that become infrared-active when the local symmetry is
broken by self-localization of charges with associated changes in

Figure 17. Dynamics of the stimulated Raman signals (obtained from Gaussian fits in (b) and (d), color-coded for different vibrational modes)
obtained using FSRS and of the excited species population (black) obtained using TAS in a PCDTBT:PCBM blend (a) and in a pristine PCDTBT
film (c). In the blend, the ultrafast CT leading to a sub-300-fs polaron formation is observed; no evolution of polaron vibrational signatures is then
observed for the next ∼50 ps, indicative of hole-polarons free of the Coloumb interaction with electrons. In the pristine film, the exciton population
evolves continuously over >100 ps, indicative of ongoing structural evolution after the fast initial electron density redistribution. (e,f) Vibrational
motion associated with the modes analyzed for the cation (e) and the neutral molecule (f). Reproduced from ref 376 under Creative Commons
license 4.0 (https://creativecommons.org/licenses/by/4.0).
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the bond lengths (e.g., polaron formation).6 The advantage of
the IRAV measurements is in their ability to probe dynamics of
exclusively charged excitations (as opposed to the convoluted
response of charged and neutral excitations) with a sub-100-fs
time resolution. Key insights obtained using IRAV spectroscopy
include observations of wavelength- and temperature-inde-
pendent ultrafast charge generation197,698 in films of various
PPV derivatives and polymer:fullerene blends and power-law
(∼t−b) carrier relaxation kinetics over many orders of
magnitude in time in P3HT:PCBM.699

Jeong et al.694 applied an approach called solvatochromism-
assisted vibrational spectroscopy (SAVS), which utilizes the
sensitivity of vibrational modes to their local electrostatic
environments, to examine CT dissociation at D/A interfaces.
They considered P3HT:PCBM and P3HT:BTBP-PDI blends
and obtained time-scales (from time dependent vibrational
frequency shifts) and energy barriers (from the temperature
dependence of charge separation rates) for charge separation.
Activationless CT was observed in the system with PCBM,
whereas the activation energy of ∼0.1 eV was obtained with the
nonfullerene acceptor. These observations were attributed to
differences in delocalization of electronic wave functions,
resulting in the lower CT state dissociation efficiency in the
P3HT:BTBP-PDI blends.
Provencher et al.376 applied time-resolved resonant Raman

spectroscopy to study ultrafast charge photogeneration in
PCDTBT:PCBM BHJs. They used the femtosecond stimulated
Raman scattering (FSRS) method, in which a narrow-
bandwidth Raman pulse stimulates scattering over various
vibrational modes of the molecule and the broadband probe
beam monitors Raman pulse-induced changes in the spectrum.
By monitoring vibrational modes of the polymer that are
sensitive to deformation of the molecular structure due to the
presence of charge, at various time delays after ultrafast
photoexcitation, they concluded that polarons formed within
∼300 fs (Figure 17). After that, the structural evolution was
minimal, and the polymer conformation was similar to that in
the equilibrium, which was interpreted as a signature of charge
carriers being free from their mutual Coulomb interaction. In
contrast, in pristine PCDTBT polymer, structural reorganiza-
tion, accompanied by vibrational relaxation, persisted at least up
to 100 ps after photoexcitation.
7.1.1.1.5. Time-Resolved Two-Photon and X-ray Photo-

emission. In a time-resolved two-photon photoemission (TR-
2PPE) experiment, the pump beam excites an electron from the
HOMO of the molecule into the excited states (e.g., into the
free-electron-like image potential states (IPS) or CT
states391,700). The time-delayed probe pulse ionizes these
states, and the photoemission spectrum is measured as a
function of pump−probe time delay. The technique provides
insight into exciton dynamics and charge separation with a
subpicosecond time resolution and is highly sensitive to
surfaces (∼1 nm), prompting its utility in studies of surfaces
of pristine films and of organic−organic and organic−inorganic
interfaces.49,701−704

Examples of important insights include determination of
binding energies of the CT exciton in Pn films701 and probing
dynamics of hot CT states at CuPc/fullerene interfaces,244

differentiation between IPS and CT states at surfaces of
crystalline Pn and Tc,700and measurement of CT exciton
delocalization dynamics in Hex films,391 as well as observations
of a sub-100-fs formation of excitons followed by self-trapping
on the 400-fs time-scales in 6T films,702 of the multiexciton

states in singlet fission in Pn,138 of a sub-100-fs space charge
field-assisted electron transfer from GaAs to C60,

704 and of a
transition from coherent to incoherent exciton transport in
ZnPc crystals (Section 2.1).49 Dutton and Robey applied the
TR-2PPE technique to examine exciton dissociation and
recombination at CuPc/C60,

705 ZnPc/PTCDA, and H2Pc/C60
interfaces.703 In CuPc/C60, ultrafast charge separation, an
excitation energy-dependent CT rate, and significant recombi-
nation to low-lying CuPc triplet states were observed. D/A
systems with C60 and PTCDA acceptors yielded comparable
exciton dissociation rates, from which the authors concluded
that the inherent features of the fullerene electronic structure
are not a major factor in enhanced charge separation in HJs
with fullerene acceptors. Instead, aggregation that enables
carrier delocalization is of more importance, as has been
emphasized in other studies as well.72,73,244

In time-resolved X-ray photoemission spectroscopy (TR-
XPS), the optical probe pulse is replaced by the X-ray pulse
train. For a comprehensive review of time-resolved X-ray
spectroscopy, see ref 706. The TR-XPS can provide spatial
selectivity of excited states, which can help probe the nature of
the exciton dissociated state in OPVs.707 For example, Arion et
al.707 applied the technique to CuPc/C60 interfaces. They
observed temporal evolution of the spectral signature of the
charged C60 state and concluded that the intermolecular CT in
a CuPc domain is more than an order of magnitude slower than
that in the C60 domain.

7.1.1.1.6. Time-Resolved Second-Harmonic Generation
(SHG). This technique relies on the measurement of electric-
field-induced second harmonic generation (EFISHG) due to
transient electric fields (E(0)) created as a result of, for
example, interfacial charge separation.138,708 EFISHG is a four-
wave mixing process, in which two optical fields of frequency ω
(E(ω)) mix with a quasi-dc field (E(0)) to produce a resulting
signal at 2ω with intensity

ω χ ω ω∼ | |I E E E(2 ) ( ) ( ) (0)(3) 2
(52)

where χ(3) is the third-order NLO susceptibility.
Examples of EFISHG utility in studies of organic

optoelectronic materials include probing carrier lifetimes in
organic solar cells709 and molecular reorientation times in PR
polymers,674 typically with time resolution in the nanosecond
to microsecond range. In an ultrafast version of the EFISHG
measurement, a typical pump−probe experimental geometry is
used, but the detected signal (e.g., reflected probe beam) is
measured at the doubled frequency, as a function of pump−
probe delay. This is an interface sensitive technique which, for
example, enabled observations of ultrafast charge separation in
CuPc/C60 and Pn/C60 HJs.

138,708

7.1.1.2. Other Time-Resolved Techniques Relying on
Optical Detection. 7.1.1.2.1. Time-Resolved THz Emission.
In this technique, THz emission occurring as a result of charge
carriers accelerated in an applied electric field is measured as a
function of time, with subpicosecond time resolution.40,418,420

The emitted THz field ETHz is proportional to the time
derivative of the photocurrent (J) in the far field, ∂J(t)/∂t. The
sample geometry is that of a photoconductive switch (e.g., a
film on coplanar electrodes), one of the two most common
methods to generate THz radiation (the other method being
electro-optic rectification in a NLO material).530 Using this
method, ultrafast charge carrier generation in Pn40 and oriented
PPV420

films was observed, and time-dependent picosecond
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time-scales mobility in MEH-PPV films418 was measured
(Table 2).
7.1.1.2.2. Pump−Push (or Dump)−Probe Spectroscopy.

Multipulse ultrafast spectroscopy provides further insight into
exciton and charge carrier dynamics and enables, for example,
probing processes relying on coherence, such as coherent
energy migration.14,25,64,69,70,696

In pump−push (or dump)−probe spectroscopy, the pump
pulse generates singlet excitons, the “push” or “dump” pulse
after a certain (typically fixed) time delay re-excites the sample,
and the probe pulse detects the changes due to the “push” pulse
as a function of the pump (or push)−probe time delay.710−712

Using this technique, charge carrier generation with a yield of
∼7% and 11% was observed upon promoting of the electron to
a higher state with a ∼0.5 eV or ∼1 eV “push” pulse in pristine
MeLPPP films713 and P3HT710 solutions, respectively,
indicative of the importance of excess energy for charge
generation in these materials.
Pump−dump−push spectroscopy has been extensively used

in analysis of structural relaxation.711,714 Busby et al.711

examined the primary exciton relaxation mechanism in P3HT
solutions and determined that torsional relaxation leading to
excited-state self-trapping is the dominant mechanism. Clark et
al.712 studied oligofluorenes in solution and demonstrated that
excitation to a specific higher-energy excited state (achieved by
the “push” pulse) speeds up the torsional relaxation from ∼10
ps to <0.1 ps due to efficient dumping of extra electronic
energy into torsional modes. Musser et al.715 examined the role
of vibrational motion in ultrafast singlet exciton fission in TIPS-
Pn films. In their experiments, a 10-fs pump pulse populated
the first excited state and was followed by a ∼ 650-fs “dump”
pulse to remove a subpopulation of excitons by excitation into a
higher-energy electronic state (here tuned to the T1−T2
transition in TIPS-Pn). The comparison between differential
transmittance of the white-light continuum probe beam with
and without the “dump” pulse then provides information about
residual vibrational coherence signatures of the triplet state.
The authors concluded that singlet fission in TIPS-Pn is
mediated by a conical intersection between the coupled
electronic states.
7.1.1.3. Techniques for Probing Exciton Coherence. Review

of various ultrafast spectroscopy modalities probing coherent
processes can be found in ref 716. Coherence and its
contribution to various aspects of exciton and charge carrier
dynamics in organic optoelectronic materials and devices is one
of the most intriguing current topics under investigation. For
example, ultrafast photon−echo spectroscopy revealed that the
initial (<200 fs) exciton relaxation in a benchmark material
P3HT is highly correlated (not random) and the initial Stokes
shift is driven by coherent low-frequency torsional excited-state
self-trapping.717 Two-dimensional electron spectroscopy
(2DES) has emerged as an optical technique that can directly
probe coherences, distinguish homogeneous and inhomoge-
neous line broadening, and detect correlations between
excitonic states.69 In this technique, three ultrafast laser pulses
illuminate the sample, with controllable relative delays
(coherence time t1 and waiting time t2). This pulse sequence
creates a macroscopic third-order polarization (transient
coherence) in the medium that generates the fourth pulse
(which is the measured signal) in a unique phase-matched
direction after some time delay (rephasing time) t3.

57 A
heterodyne detection performed by interfering the signal with
the “load oscillator” pulse enables measurement of both the

amplitude and the phase of the signal electric field. (Detection
of the signal using fluorescence, photocurrent, and electron
emission has also been utilized.718−720) For a tutorial overview
of phase-matching geometries utilized in various excitation-
detection schemes, see ref 721.
The 2D spectrum contains the detected electric field as a

function of excitation and emission (i.e., radiated FWM signal)
frequencies at a given waiting time. Tutorial guides to 2D
spectra interpretation can be found in refs 69 and 57, and a
highlight is shown in Figure 18. The off-diagonal peak positions

provide information on the energy transfer pathways, whereas
their dynamics probes coherent superpositions of exciton states
which manifest in the oscillations of the peak amplitudes.
However, distinguishing between electronic and vibrational
coherences is a subject of current debate, as it is made
complicated by the line broadening.69 The 2DES has provided
key insights into energy transfer mechanisms in light-harvesting
complexes and is beginning to reveal important information on
coherence in singlet fission,58 charge transfer,403 and exciton
coupling,65 as discussed in Section 2.2. A variety of multi-
dimensional spectroscopy modalities, such as coherent photo-
current spectroscopy,720 2D fluorescence spectroscopy,722 and
3D spectroscopy723 are available and have been utilized in
studies of biomolecules and inorganic semiconductor nano-
structures; their applications to organic semiconductors are
awaiting.

7.1.1.4. Time-Resolved Photocurrent. Techniques discussed
in this section can be broadly classified as “optical excitation-
electrical detection” techniques, which rely on measurements of
time-resolved photocurrent under pulsed excitation. These
experiments utilize short laser pulses for exciting a material and
allow one to probe charge carrier dynamics with picosecond
(ps) or better time resolution in devices.

7.1.1.4.1. Pump−Push Photocurrent. In this method, sub-
100-fs pump (at visible wavelengths) and push (in the IR)
pulses excite the sample, and the change in the photocurrent
(J) due to the push pulse (e.g., dJ/J in Figure 12(a)) is
measured with a photodiode as a function of the pump−push
time delay.73 This method was used in a variety of polymer-
and small-molecule-based BHJs to demonstrate how charge

Figure 18. (a) Energy levels for a model dimer formed between two
different chromophores A and B. (b) 2D spectrum of a dimer at a
waiting time T between the pump and the probe pulses. The
inhomogeneous (σ) and homogeneous (Γ) line widths are indicated.
Off-diagonal peaks indicate that the states share a common ground
state. The coherent superposition of states evolves in time with a phase
factor ϕ = i(Eα − Eβ)T/ℏ, where Eα and Eβ are the eigenenergies of
the α and β states (a)), which appear as oscillations in the amplitude of
the off-diagonal peaks. The oscillations decay as the coherence
dephases. Details can be found in ref 69.
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delocalization, facilitated by the push pulse excitation, promotes
long-range charge separation73 and to examine the dynamics of
CT states created by hole or electron transfer in D:A BHJs,115

in ternary polymer:polymer:fullerene blends,724 and at
organic−inorganic interfaces.725
7.1.1.4.2. Auston Switch and Other Fast Photocurrent

Probes. In Auston switch configurations, electrodes are
deposited on a glass substrate to form a microstrip transmission
line with a back plane, and a film (crystal) is deposited (placed)
on the top of two gaps: “injecting” and “sampling”. Short pulses
of light, a pump and a probe, illuminate both gaps, and the time
delay (Δt) between the pulses is controlled by the optical delay
line. One of the gaps (the “injecting” one) is biased, and the
output signal generated in this gap by the photoexcited
semiconductor under bias voltage serves as a bias for the
second (“sampling”) gap. The quantity measured is the total
charge (Q) produced by the photoconductor in the “sampling”
gap, as a function of the time delay (Δt) between the pump and
the probe optical pulses:

∫Δ ∝ + Δ
−∞

∞
Q t v t v t t dt( ) ( ) ( )

(53)

where v(t) is the signal produced by the biased photoconductor
in the “injecting” gap. This approach is similar to NLO
autocorrelation techniques utilized in measurements of
duration of short laser pulses. From the photocurrent
amplitude and dynamics, a product of mobility and photo-
generated efficiency, as well as quantitative information on
charge trapping and recombination, can be obtained.346,726 The
main advantage of the technique is in its time resolution, which
can be as low as ∼2 ps,345 and it can potentially be further
improved by applying deconvolution algorithms.727 This
technique has been applied to demonstrate fast, electric field-
and temperature-independent charge generation in a variety of
polymer films and D:A blends.345,346,726

Fast oscilloscopes enable more direct measurements of time-
resolved photocurrent, which is typically measured as a voltage
across the load resistor. In this case, the transient photocurrent
results from charge carriers generated by a short-pulsed
illumination of a sample (e.g., a film deposited on a glass
substrate with coplanar or interdigitated electrodes) that move
under an applied electric field.729 Under a 100-fs pulsed
excitation and with a 50 GHz digital sampling oscilloscope
detection, photocurrents with time resolution of <30 ps were
measured in various functionalized ADT and Pn films.322,347,414

In these experiments, the time resolution was limited by
parasitic capacitance and inductance in the sample fixture and
interconnects. An example of a photocurrent transient
measured using this method in a TIPS-Pn thin film upon
100-fs, 400-nm laser pulse excitation is shown in Figure 22(b).
From the peak amplitude, the product of charge carrier
mobility (μ) and photogeneration efficiency (η) can be
calculated as μη = jmax/(npheF), where jmax is the peak
photocurrent density, F is the electric field, e is the electron
charge, and nph is the density of absorbed photons per pulse
(Table 2).347,730 However, given the complexity of processes
contributing to the photocurrent (including different pathways
of charge generation and different recombination processes), a
considerably deeper insight is obtained by numerical modeling
of the measured photocurrents.120,300,334 Details on the
procedure that enables extraction of various parameters
pertaining to charge generation, transport, trapping, and
recombination from time-resolved photocurrents can be

found in ref 120. A procedure based on the analysis of
voltage-dependent transient photocurrents in solar cells that
enables differentiation between geminate and nongeminate
recombination was proposed in ref 731.

7.1.2. Longer Time-Scale and Steady-State Measure-
ments of Charge Carrier Dynamics. Comprehensive
reviews of well-established techniques for measuring charge
carrier mobility using time-of-flight experiments, SCLC,
(photo)CELIV, impedance spectroscopy, double-injection
current, etc., along with discussions of their advantages and
disadvantages, are available in refs 6, 732, and 733 and will not
be considered here. An excellent tutorial review of experimental
techniques assessing particular aspects of device physics can be
found in ref 734. For new developments in the Hall effect
measurements, see, for example, ref 735. Review of techniques
specifically targeting properties of charge traps is also
available.601 Here a few selected methods, including less
common, recently adapted, or newly developed techniques, are
discussed.

7.1.2.1. Techniques Relying on Optical Excitation−
Electrical Detection. 7.1.2.1.1. Photocurrent under Continu-
ous Wave (cw) Illumination. These experiments are performed
on “sandwich”-type or “surface”-type samples (depending on
the placement of the electrodes), and they involve measure-
ments of photocurrent as a function of applied electric field,
light intensity,347 temperature,36,675,736,737 magnetic field,660,738

etc.37,356 The experiment involves measurement of the total
current under cw excitation of a sample (Itot), and the
photocurrent (Iph) is then calculated as the difference between
the total and the “dark” current (Id), Iph = Itot − Id, from which
the dark conductivity and photoconductivity (σd and σph,
respectively) can be calculated using, for example, σd (ph) =
Id (ph)/(FS), where F is the applied electric field, and S (in the
case of the sandwich sample geometry) is the electrode area. If
the sample is highly absorbing, a more sophisticated scheme of
extracting “intrinsic” photoconductivity values is neces-
sary.739,740 An excellent overview of the steady-state photo-
current behavior depending on the sample geometry, electro-
des, and external parameters can be found in ref 741.
Results from the steady-state photocurrent measurements

could be more difficult to interpret, as compared to those at
ultrafast time-scales, as they incorporate a combination of many
aspects of charge carrier dynamics in the material37,356 and
strongly depend on the properties of electrodes. An example of
differences in the photoresponse measured from the same
sample on the subnanosecond time-scales and in the steady
state, depending on the electrode material, is discussed in ref
322. The steady-state photocurrent dependence on light
intensity can provide information about charge trapping and
recombination (Section 5.2.2).347 The temperature dependence
of the photocurrent has been used as a sensitive probe of glass
transition temperature in PR polymers736 and of phase
transitions in PBI derivatives.737 The magnetic field depend-
ence of the photocurrent revealed the mechanisms of spin-
mixing responsible for spin-dependent charge carrier recombi-
nation in polymer-based BHJs.660

The photocurrent can be measured as a function of time after
the launch or cessation of the illumination, and parameters
pertaining to charge photogeneration, trapping, and recombi-
nation properties can be extracted through numerical modeling.
Numerical modeling of time-dependent cw photocurrents on
the microsecond−second time-scales using drift-diffusion
simulations enabled extraction of photoelectric parameters
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that determine the dynamics of space-charge field formation in
PR polymers,119,668 quantifying trapping and recombination
pathways in polymer BHJs,297,299,742 and so on (Section 3.2.3).
Studies of photocurrent dynamics beyond the ultrafast time-
scales are important for characterization of materials with high
density of deep traps and persistent photoconductivity, for
understanding space-charge field effects resulting from charge
accumulation in the bulk or at interfaces,743 and for bridging
the gap between charge carrier dynamics at ultrafast time-scales
and performance of devices relying on photoresponse to cw
excitation.
Frequency-dependent photocurrent under cw illumination,

measured using lock-in detection, enables measurements of
low-level signals and introduces another tunable parameter, the
frequency (typically in the 0.001−10 kHz range), in the system.
In these experiments, the lock-in amplifier is locked either to a
chopper (or other modulator, such as an acousto-optic
modulator) frequency when the light intensity is modulated347

or to a frequency of an ac electric field applied to the
sample.337,338 For example, the latter measurement was
employed to obtain trap distributions,337 to establish a charge
photogeneration mechanism,744 and to separately determine
photoexcited carrier concentration and mobility.338 For a recent
discussion of photocurrent spectroscopy and microscopy, see
ref 321.
7.1.2.1.2. Transient Photovoltage. The transient photo-

voltage (TPV) technique622,654 has been utilized in measure-
ments of charge carrier dynamics in OPVs. In this method,
solar cells are connected to the high-impedance terminal of an
oscilloscope and illuminated with low-intensity white light
(“light bias”), which controls the Voc. Then, a nanosecond laser
pulse creates a small optical perturbation which results in a
voltage transient with an amplitude ΔV0 ≪ Voc, the dynamics
of which is then related to the carrier lifetime as dΔV/dt ∼
dΔn/dt = −Δn/τ, where ΔV is the photovoltage, t is the time,
Δn is the change in the charge density due to the perturbing
laser pulse, and τ is the carrier lifetime. This technique has been
applied to measurements of charge carrier lifetimes in organic
solar cells and, in conjunction with charge extraction measure-
ments, provided important insights into nongeminate recombi-
nation.636,637,745

7.1.2.1.3. Time-Delayed Collection Field. This technique is
similar to pump−probe techniques, with an optical pump and
electric probe, and it is sensitive to mobile and extractable
charge carriers on time-scales of >0.1 μs.650 The sample is
illuminated by a nanosecond laser pulse (pump) while applying
a constant prebias voltage Vpre. After a time delay Δt, a
rectangular voltage pulse Vcoll (probe) is applied to extract
remaining free carriers. By varying Vpre and Vcoll, one can
separate field dependent charge generation and collection. The
technique has been utilized, for example, in establishing field
independent charge generation in P3HT:PCBM blends289 and
in probing the effect of additive solvent and molecular
substitution in polymer:fullerene and polymer:polymer blends
on charge carrier generation, recombination, and mobi-
lity.746,747 Vandewal et al.383 used this method to demonstrate
that IQEs of >90% in a variety of polymer-based and small-
molecule-based BHJs can be achieved without the need for
excess electronic or vibrational energy.
7.1.2.1.4. Charge Extraction. Charge extraction (CE)

measurements, which were first applied to dye-sensitized solar
cells748 and subsequently adapted for use in OPVs,319 enable
determination of charge carrier concentrations. In conventional

charge extraction experiments,319 a solar cell is initially held at a
fixed point on the device J−V characteristic either in the dark or
under cw illumination. Then, it is switched to the zero bias
(short circuit), with a simultaneous turning off the light (if
any), which produces a current transient due to the charge
carrier discharge at the electrodes. If the recombination losses
during this time are small enough, the integral of this current
transient with respect to time provides a measure for the excess
charge in the cell under the J−V condition specified before the
switching. This technique, in conjunction with the TPV
measurement, has been used to quantify recombination in
solar cells and its effect on the open-circuit voltage (Voc) in a
variety of polymer-based and small-molecule BHJs636,637 and in
planar HJs.745

A modification to the conventional CE technique, bias-
amplified charge extraction (BACE), was recently proposed.749

In BACE, charge extraction is accelerated by applying a reverse
bias, to prevent losses due to charge trapping and
recombination during the extraction (which are not accounted
for by the conventional CE technique). The technique was
applied to several polymer:fullerene blends (including
P3HT:PCBM289,749 and PCPDTBT:PCBM747) to quantify
charge extraction depending on the polymer or fullerene
derivative, film preparation conditions, and composition. Lange
et al.750 combined BACE with KFPM to quantify band bending
at the polymer/electrode interfaces (F8BT, CN−ether−PPV,
PFTBTT, N2200 on Ag, Au, Al, Cr, Sm, MoO3, and conductive
polymer electrodes), which was explained by CT from the
electrodes to a small DOS that extends several hundreds of
millielectronvolts into the band gap. The same states were
found to govern charge carrier mobility in these polymers.

7.1.2.2. Electro-optic Techniques. Techniques discussed in
this section utilize electrical excitation−optical probing for
studies of charge carrier dynamics.

7.1.2.2.1. Charge Modulation and Accumulation Spec-
troscopy. Charge modulation spectroscopy (CMS) measures
the change in the optical transmission spectrum of a FET or a
diode upon application of a modulated electric field,563,751−753

which can reveal optical signatures of localized and delocalized
polarons.435,563 In FET devices, a voltage bias consisting of the
dc and a small ac component is applied to the gate to induce
charge carriers, and the change in the transmitted probe light is
detected using a photodetector and a lock-in amplifier locked to
the frequency of the ac voltage. By changing the dc voltage
component, the device can be operated in the accumulation or
depletion regime. The CMS detects polaron-induced absorp-
tion and bleaching features related to injected charge carriers
(i.e., in the absence of counterions, in contrast to chemical
doping or photoexcitation). It allows for detection of polarons
in the working FET device, in an accumulation ∼1 nm layer,
and in a unipolar mode. It also enables discrimination between
positive and negative polarons (which is a challenge in other
techniques, such as optical pump−THz probe, TRMC,
transient photocurrent measurements, etc.) that allows one to
quantify charge carrier density.435 The CMS spectra in the
UV−visible range have been used in quantifying hole and
electron delocalization563 and in probing effects of the polymer
chain conformation on polaron formation751 in polymer FETs.
In small-molecule FETs (e.g., rubrene and R-Pn), the CMS was
used to establish temperature-dependent changes in charge
delocalization.435

Chin et al.752 extended the CMS technique to the mid-IR
range, monitoring reflectance of the IR beam from working
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P3HT FETs. In particular, they combined the mid-IR CMS
with confocal FTIR microscopy to spatially map charge carrier
density in FETs and observed polaronic and IRAV modes in
the mid-IR CMS spectra (680−4000 cm−1). The latter were
related to charge oscillations along the polymer chain that have
large oscillator strengths and serve as selective probes for
polaron density and distribution. Through modeling their data,
the authors were able to differentiate between oxidation-
induced and electrostatically induced charge carriers. No
polaron delocalization was observed at least up to 3 × 1016

holes/cm2 carrier density.
Spectroscopic determination of charged species has been

instrumental for understanding the nature of charge traps and
the source of degradation and/or illumination history depend-
ence in device performance in PR organic materials.220,632 For
example, accumulation of fullerene anions (e.g C60

−), which are
generated in PR polymer composites with a fullerene sensitizer
under cw illumination, can be quantified by monitoring
formation of a characteristic spectral signature at ∼1080
nm.632 A variant of this technique, charge accumulation
spectroscopy (CAS), has been recently applied to studies of
charge trapping and degradation pathways in n-type polymer
FETs (e.g., p(NDI2OD-T2)).754,755 The technique involves
low-noise optical transmission measurement in FETs, con-
current with electrical measurements and atmosphere- and/or
bias-stress measurements. It allows one to determine
(independently) the concentration of polarons in the device
from optical measurement of their associated charge-induced
absorption. For example, this technique enabled quantitative
description of degradation mechanisms due to oxygen and
water exposure in p(NDI2OD-T2) FETs.755

7.1.2.2.2. Nonlinear Optical Methods. The nonlinear
optical (NLO) techniques rely on optical detection of
nonlinear polarization PNL = χ(2):E2 + χ(3):E3 + ... (where χ(2)

and χ(3) are second- and third-order NLO susceptibilities and E
represents optical or dc electric fields)756 in working
devices.757−759

Anglin et al.759 applied vibrational sum frequency generation
(SFG) spectroscopy to polymer TFTs to probe the relationship
between interfacial polymer orientation and charge accumu-
lation-related structural changes. In these experiments, visible
(ω1) and mid-IR (ω2) pulses (tunable from 1000 to 2400
cm−1) are spatially and temporally overlapped on the sample,
and a reflected signal at frequencies ω = ω1 + ω2 is monitored.
This is a coherent second-order (χ(2)) NLO process that
exploits selection rules of both Raman and IR spectroscopies,
and it is highly interface-specific. This technique was used, for
example, for detection of both hole and electron accumulation
in a polymer PTAA in the absence of measurable source-drain
currents759 and for observation of the restructuring of P3HT/
dielectric interfaces in situ during thermal annealing, which was
linked to the device performance.760 A model that allows one to
extend the technique to probing multiple interfaces in stratified
structures has also been proposed.761−764

An example of a third-order (χ(3)) NLO process is EFISHG
(Section 7.1.1.1), which was used to probe electric field
distributions (E(0) in eq 52) in FET and in double-layer diode
structures.757 The ITO/PI/TIPS-Pn/Au diodes were excited
with a nanosecond laser pulse at 1064 nm, and a step voltage
was applied. A reflected SHG signal (at 532 nm) was observed
at ∼10 ns to 25 ms after applying voltage. The time evolution
of the SHG was related to charge injection from Au to TIPS-
Pn, followed by charge transit through the TIPS-Pn layer and

subsequent charge accumulation at the TIPS-Pn/PI interface at
<1-ms time-scales that completely screened the electric field in
the TIPS-Pn layer.

7.1.2.2.3. Other Electro-optic Methods for Monitoring
Charge Carrier Dynamics. Bittle et al.765 measured frequency-
dependent (<20 kHz) mid-IR (700−1000 cm−1) electro-
reflectance in working TIPS-Pn FETs. The features observed in
the IR spectra were attributed to Raman modes becoming IR-
active due to polaronic distortions and were used to estimate
mobility in TIPS-Pn crystals. Matsui and Hasegawa766

developed a method of estimating spatiotemporal distribution
of charge carriers in FETs using Fabri−Perot interference at an
elastic polymer gate dielectric. This technique detects changes
in the interference pattern due to modulation of the dielectric
layer thickness induced by electrostatic forces between the
accumulated charges. This method, for example, enabled spatial
mapping of charging and discharging dynamics in the channel
of working Pn TFTs with a parylene C gate dielectric.766

7.1.3. Techniques for Probing Longer Time-Scale
Exciton Dynamics and Steady-State Behavior. Compre-
hensive descriptions of optical absorption and PL spectroscopy
are available in books.687,767,768Here, recent efforts in
measuring exciton dynamics on longer than ultrafast time-
scales are briefly summarized.
Optical absorption and PL spectroscopy have been

instrumental in obtaining information on intermolecular
interactions (depending on the properties of molecules,
molecular packing, and particular aspects of morphology and
crystallinity) and their contributions to exciton dynam-
ics.28,31,769,770 Based on the theoretical description of spectra
of molecular aggregates, a procedure was developed by Spano
and co-workers91 (Section 2.4) which enables extraction of the
exciton bandwidth, static disorder, coherence length, etc. from
spectra of aggregates formed in organic semiconductors (both
small molecules28 and polymers26,45). However, accurate
modeling of the exciton coupling to vibrational modes is not
simple, as both absorption and PL spectroscopy of organic
materials suffer from experimental resolution limitations due to
thermal fluctuations and static disorder. Several solutions that
remedy these limitations have been proposed, including
embedding the molecule into He droplets and single-molecule
or quasi-single-molecule fluorescence spectroscopy. For exam-
ple, Roden et al.771 studied vibronic line shapes of PTCDA
embedded in He droplets, and they were able to discern the
contribution of several vibronic modes in the fluorescence
emission spectrum.
High-sensitivity optical spectroscopy methods have also been

developed. An example is photothermal deflection spectrosco-
py, which utilizes the heating effect produced in the process of
nonradiative relaxation of the excited states. The heat generates
a thermal gradient in the sample, which results in a refractive
index gradient proportional to the absorbed light in the sample.
This method has been utilized in high-precision measurements
of an Urbach tail, over 3 orders of magnitude in absorbance, in
polymer films (Figure 19),491 as well as in detection of single
metal nanoparticles772 and nonfluorescent single molecules.773

Given the importance of CT states in optoelectronic
materials, techniques that probe the CT nature of excited
states are of importance. Electroabsorption spectroscopy, which
measures a change in the optical absorption under a frequency-
modulated electric field, is a common technique of choice. For
example, Bernardo et al.72 applied the technique to measure the
polarizability of the CT exciton via the Stark effect in NPD:C60

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13337

http://dx.doi.org/10.1021/acs.chemrev.6b00127


BHJs and established the link between CT exciton delocaliza-
tion and the nanoscale-level crystallinity of fullerene domains.
With the current interest in the nature of low-energy excitons

in molecular semiconductors (Section 2.3),79 techniques that
would unambiguously differentiate between Frenkel and CT
excitons are desirable. Qi et al.84 utilized high-resolution
spectroscopic generalized ellipsometry, which measures
changes in the amplitude and phase upon reflection of light
from the sample, to obtain a polarization-dependent dielectric
function in Pn single crystals. They were able to identify the
admixture of Frenkel and CT excitons based on their distinct
binding energy and the polarization dependence of the spectral
features.
Time-resolved PL has been instrumental in quantitative

assessments of energy and charge transfer characteristics,28,114

probing of singlet fission and triplet fusion dynamics,148,152

measurements of exciton diffusion coefficients,131 differ-
entiation between different photoexcited species,109 and many
others.687,767,768 Labastide et al.357 probed directional formation
of charge-separated polaron pairs in TAT crystals using
temperature- and polarization-dependent power-law decay of
PL. An interesting example is detection of quantum beats in the
time-resolved delayed PL in crystalline Tc due to coherent
superposition of triplet states created by the singlet fission.148

Tempelaar et al.55 proposed a technique based on time-resolved
PL measurements to probe the extent of spatial coherence,
which involves measurement of the 0−0/0−1 PL intensity ratio
(from fits to eq 5) as a function of time, which was recently
realized by Sung et al.,105 as discussed in Section 2.4.
Ward et al.130 applied a transient grating technique to

investigate exciton dynamics in rubrene crystals on the 20-ps to
10-ns time-scales. This method utilizes a FWM scheme (similar
to that in Figure 20(b)), in which two optical pulses create an
interference pattern leading to a spatially modulated excited
state population that induces changes in the absorption or
polarizability (“grating”). Then, the diffraction of the time-
delayed probe pulse from the grating is detected. The method
allows for a background-free detection of both absorption and
refractive index change, which enabled, for example, observa-
tion of a power-law decay of the triplet states population due to
bimolecular interactions.130

Exciton diffusion length is an important parameter character-
izing exciton dynamics in organic semiconductors. Measure-
ments of this parameter using PL surface quenching, time-
resolved PL bulk quenching combined with Monte Carlo
simulations, spectrally resolved PL quenching, exciton−exciton
annihilation (EEA), and TRMC, as well as by modeling of solar
cell photocurrent spectra, have been reported. These measure-
ments were reviewed in detail in refs 15, 16, and 131 and will
not be considered here. Lin et al.131 provided an overview of
the pros and cons of the methods listed above for quantifying
exciton diffusion and measured exciton diffusion lengths in
DPP-based small-molecule films using six different experimen-
tal methods. They found very good agreement between
different techniques when they were applied to amorphous
films. However, it was established that in polycrystalline films
the EEA-based method yielded a larger diffusion length than
the techniques based on exciton quenching.
Techniques relying on PL imaging at microscopic spatial

scales are summarized in Section 7.2.2.
7.1.4. Photorefractive Properties Characterization.

The main mechanisms contributing to the PR effect are
space-charge field formation (that relies on photoconductivity)
and the electric field dependent refractive index change
(Section 6). Therefore, techniques that probe charge carrier
dynamics (Section 7.1) and the dynamics of the electric field-
induced refractive index change (via that of birefringence675 or
EFISHG674) have been used to better understand the PR
response of the material. For the PR device, the parameters of
interest include PR grating formation, erasure, and dark decay
times, two-beam coupling (2BC) gain coefficient Γ, and four-
wave-mixing (FWM) diffraction efficiency ηFWM. Figures 20(a)
and (b) show 2BC and FWM experimental geometries,
respectively. A typical sample consists of two conductive but
transparent indium tin oxide (ITO)-coated glass slides with a
PR organic film of 30−100 μm thickness in between. Optical

Figure 19. Normalized absorbance of polymer films measured using
photothermal deflection spectroscopy (symbols). Solid lines show fits
to the sub-bandgap region (E < Eg) using a = a0 exp(E − Eg)/Eu,
where Eg is the band gap and Eu is the Urbach energy (inset). For a
variety of disordered polymers, Eu was found to correlate with the
DOS width (kBT0) obtained from modeling the FET characteristics
(Eu ≈ (kBT0), Figure 24). Reproduced with permission from ref 389.
Copyright 2014 Nature Publishing Group.

Figure 20. Experimental configuration used in characterization of PR
materials: (a) two-beam coupling; (b) four-wave mixing geometry.
Reprinted from ref 220. Copyright 2004 American Chemical Society.
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beams 1 (“probe” or “signal”) and 2 (“pump”) are incident at
angles θ1 and θ2, respectively, and interfere in the PR material,
creating a nonlocal (Φ ≠ 0) diffraction grating. Then the same
beams 1 and 2 partially diffract from the grating they have just
created (beams 1′ and 2′ in the inset of Figure 20(a)). Due to
nonlocality of the grating, one diffracted beam (e.g., beam 1′)
interferes destructively with its companion beam 2, while the
other diffracted beam 2′ interferes constructively with beam 1.
As a result, beam 1 is amplified (energy gain) while beam 2 is
attenuated (energy loss). It should be emphasized that it is
important that the energy transfer in PR materials persists in
the steady-state because transient asymmetric energy exchange is
known to occur in non-PR materials with local response (due
to photochemistry, nonlinear optical susceptibility χ(3), thermal
modulation of the refractive index, etc.). The gain coefficient Γ
can be determined from experimentally measured intensities as
follows:

βΓ = I I Lln( (out)/ (out))/p 1 2 (54)

where βp is the initial beam ratio (in the absence of coupling),
βp = I2(in)/I1(in), and L is the interaction length L = d/cos
θ1 int, where d is a sample thickness. In some PR materials (such
as DCDHF-based amorphous glasses) at βp = 1, 2BC gain
coefficients as high as 400 cm−1 have been observed, so that
almost complete energy transfer from beam 2 to beam 1 was
achieved in a 100-μm-thick film.675,740

The experimental geometry for the four-wave mixing
(FWM) experiment is quite similar to that of 2BC; two
writing beams, either cw or pulsed, are obliquely incident on
the PR sample (Figure 20(b)). The difference is that, in the
FWM experiment, in addition to writing beams 1 and 2, there is
also a probe (reading) beam (beam 3 in Figure 20(b)) that is
being partially diffracted from the grating created by the writing
beams to create the fourth beam (beam 4). In the degenerate
FWM geometry, which is common in PR measurements, beam
3 has the same wavelength as the writing beams and is usually
chosen to be counter-propagating to one of the writing beams,
as this results in a most efficient diffraction, as dictated by the
Bragg condition,220 and allows for background-free detection of
very weak diffraction signals (beam 4). The diffracted beam
intensity (i.e., that of beam 4) is typically measured as a
function of time, applied electric field, writing beam intensities,
etc. Then, the diffraction efficiency (ηFWM), defined as the ratio
ηextFWM = I4/I3 (external diffraction efficiency) or ηintFWM = I4/
(I4 + I3′) (internal diffraction efficiency) is determined. Internal
diffraction efficiencies of over 90% have been observed in a
number of organic phototorefractives (Table 7).220

7.2. Microscopic Scales

Understanding of exciton and charge carrier dynamics at micro-
and nanoscales is necessary both from the device performance
standpoint (as nanoscale morphology is one of the critical
factors that determine BHJ performance774) and from the
fundamental physics standpoint (enabling exploration of
quantum coherence effects in molecular systems14). In this
section, recent experimental efforts related to microscopy of
organic optoelectronic materials are summarized.
7.2.1. Scanning Probe Microscopy. Scanning probe

microscopy (SPM) methods have been utilized in measure-
ments of current flows, resistance, capacitance, electrostatic
forces, charge distribution, surface potential, PL, etc. with a sub-
100-nm spatial resolution. Studies correlating morphology and
charge generation, transport, and trapping properties at

microscopic scales in organic semiconductors have been
performed using NSOM, conductive AFM/EFM (in some
cases modified to study photoinduced carrier dynamics775−777),
Kelvin probe scanning microscopy, etc. Information obtained
from these experiments has been used to obtain insights into
charge photogeneration,775−777 identify bottlenecks in charge
transport,778,779 examine transport across grain boundaries,780

probe the kinetics of charge trapping and detrapping,615,616,781

etc. Reviews of SPM specifically applied to studies of
photoinduced carrier dynamics can be found in refs 782 and
321. Comprehensive reviews of Kelvin probe force microscopy
(KPFM),783−785 as well as comparative reviews of different
SPM techniques,786 are available (Table S1). Below, a brief
account of selected methods utilized in measurements relevant
to charge carrier and exciton dynamics is provided.

7.2.1.1. Kelvin Probe Force Microscopy. The standard
Kelvin probe force microscopy (KPFM) measures the electro-
static interaction between the sample and a vibrating (driven by
an alternating bias Vac with frequency ω) conductive probe
mounted at the edge of a cantilever.783−785 During the
measurement, the Fermi levels of the probe and the sample
align, causing an electrostatic force that depends on the
surface potential difference ΔSP so that ω(t) = dC/dz(Vdc −
ΔSP)Vac sin(ωt) (where dC/dz is the sample-probe distance
dependent change in capacitance). Using a feedback circuit, Vdc

is applied such that ω(t) = 0, in which case Vdc = ΔSP and,
thus, a 2D map of ΔSP can be obtained. It is a noncontact
technique that can be used to measure the work function and
gain insight into bending and surface potential distribution even
in poorly conducting films.749,784 It can be employed in
working devices such as FETs, and it can probe processes under
illumination, such as charge photogeneration and detrap-
ping.330 For example, in P3HT-based BHJs, KPFM was utilized
to observe charging and discharging dynamics of donor and
acceptor domains in response to pulsed illumination.787 The
time resolution of this method is on the order of milliseconds,
so faster processes (such as detrapping from shallow traps)
cannot be probed. Data interpretation is not always
straightforward and may require application of deconvolution
algorithms.785 Recent developments include multifrequency
band excitation KPFM and 3D-KPFM techniques, which
improve tip−sample deconvolution and bulk sensitivity.788

For an overview of multifrequency force microscopy, see ref
789.

7.2.1.2. Electric Force Microscopy. Electric force microscopy
(EFM) has the capacity to probe charge dynamics in organic
semiconductors by measurements of the fluctuating electrical
forces produced by these dynamics (e.g., ω above).790 An
EFM employs a capacitatively charged AFM probe to sense
electrical forces generated above the surface of a sample.
Theoretical description of the two EFM observables, cantilever
frequency fluctuations (related to low-frequency dynamics in
the sample) and noncontact friction (related to high-frequency
dynamics), can be found in ref 790. The method has been
applied, for example, to studies of charge injection791 and of
charge traps in small-molecule (e.g., Pn, TIPS-Pn, and TES-
ADT)6 1 5 , 6 1 6 and po l ymer (e . g . , PFB :F8BT or
P3HT:PCBM)777 films. Additionally, modeling of cantilever
frequency noise over a working OTFT revealed the importance
of including carrier−carrier Coulomb interactions into micro-
scopic models of charge transport.792

Jaquith et al.615,616 utilized time-resolved EFM in probing
charge trap kinetics on the time-scales of 50 ms to tens of
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seconds. The experiments revealed that traps in Pn and TIPS-
Pn films were carrier concentration-dependent, and were
created slowly by reactions of holes with a localized structural
defect or impurity. Such reactions were not restricted to grain
boundaries, and the traps could be cleared by illumination at
wavelengths within the absorption spectrum of the film.793 In
contrast, in TES-ADT TFTs, traps were associated with grain
boundaries, a similar finding to those in thin Pn films studied by
KPFM.780,794

Ginger and co-workers demonstrated feedback-based time-
resolved EFM operation with a 100-μs time resolution,782

which enabled time-resolved measurements of accumulation of
photogenerated charges in OPVs.777,795 These revealed single-
exponential kinetics of charge accumulation with a rate directly
proportional to local quantum efficiency and incident light
intensity. An example of an important insight obtained in these
measurements was that, in photoexcited PFB:F8BT blends,
slower charging was observed near domain boundaries,
indicating that most photocurrent was generated in the center
of the domains, and not at D/A interfaces.777 In a follow-up
work,776 a feedback-free scheme was proposed, with an ∼100-
ns time resolution and flexibility that enables its implementa-
tion in any experiments with a time-dependent force gradient.
The improved time resolution enabled demonstration of the
correlation between microsecond photocharging dynamics at
nanoscales and variations in the OPV efficiency in a
prototypical blend P3HT:PCBM.
7.2.1.3. Conductive AFM. Standard conductive AFM (c-

AFM) involves scanning a conductive tip across a sample at a
fixed voltage and recording a current map simultaneously with
the topography;796 for a brief recent review of c-AFM
applications to studies of charge carrier dynamics in OTFTs
and OPVs, see ref 797. Dante et al.798 monitored changes in
charge transport upon thermal annealing simultaneously with
changes in film morphology of P3HT:PCBM blends. Pingree et
al.799 used photoconductive c-AFM to examine spatial
variations in the photocurrent across various domains in
P3HT:PCBM blends as a function of annealing. They found
that, after annealing, the regions of the highest dark hole
currents, highest dark electron currents, and highest photo-
currents were each associated with different regions of the
nanostructured films.
Although lateral spatial resolution down to ∼5 nm has been

demonstrated,800 quantitative analysis of charge transport is
complicated by the uncertainty in the tip−sample contact
area.801,802 To rectify this uncertainty, c-AFM was used to
simultaneously map out mechanical and electrical properties
(e.g., of P3HT films802). Using force-volume bias spectroscopy
(FVBS), which generates an array of force−distance and
current−voltage measurements, grain boundary-limited trans-
port from room temperature to 110 °C was observed, and
correlations between the sample stiffness and mobility
suggestive of increased order in the film at higher temperatures
were demonstrated.
Uttiya et al.801 used c-AFM to screen microscopic single

crystals of novel rubrene derivatives with enhanced photo-
stability for their charge transport capabilities. Hourani et al.803

observed anisotropy in charge transport in (3HT)8 micro-
crystals. In small molecule:polymer films (e.g., TIPS-Pn:PTAA
and diF TES-ADT:PTAA804), c-AFM studies established the
existence of highly conductive grain boundaries, not present in
pristine TIPS-Pn or diF TES-ADT films, which makes the
device performance of such devices morphology-independent

(which is of important technological relevance) and improved
with respect to that of pristine films.805 Takacs et al.775 used
polarization-dependent photoconductive AFM to map out
orientational order in BHJ solar cells. They were able to
reconstruct the molecular director maps in p-DTS:PCBM BHJs
comparable to those obtained via dark-field TEM imaging.

7.2.1.4. Scanning Tunneling Microscopy. Scanning tunnel-
ing microscopy (STM) relies on tunneling of charge carriers
through a thin barrier between the biased tip and the sample
which is typically deposited on a conductive surface. Because
transmission through the barrier is ultrasensitive to the barrier
width, STM images surface topography with atomic resolution;
additionally, scanning tunneling spectroscopy (STS), in which
the tunneling current (I) is measured as a function of bias (V),
can be performed to obtain local DOS (which is proportional
to dI/dV/(I/V)). Also, measurements of d2I/dV2 can provide
information about the vibronic structure of a single molecule806

and coupling of the electron with vibrational modes.807

STM has been utilized in imaging molecular arrangements at
metal/organic interfaces808−813 with a subnanometer precision,
characterization of polymorphism in 2D self-assembled organic
monolayers,814 and visualization of assemblies of H-bonded
materials.815−817 Skomski et al.808 imaged surface self-assembly
of small molecules with an electron-deficient core and electron-
rich units into a crystalline film. Wang and Dougherty818

studied α-6T films on C60/Au(111) substrates and showed that
defects due to molecular sliding caused by intermolecular
interactions modulated by the C60 substrate did not affect the
HOMO, pointing to extrinsic sources behind the electronic
disorder. STM imaging in organic devices is complicated due to
low intrinsic conductivity of organic semiconductors. Never-
theless, Roelofs et al.819 demonstrated that STM/STS can be
used on a working FET, and they were able to image Pn FET in
the accumulation mode.
The sub-single-molecule spatial resolution of the STM

enabled mapping of fluorescence820 and vibrational821 spectra
from a single molecule, monitoring molecular conforma-
tions,822 quantifying charging of single impurities in organic
crystalline monolayers,823 and inducing photon emission from a
single molecule using an STM tip.824 Recently, Ho and co-
workers demonstrated rotational and vibrational spectroscopy
on single molecules.825

STS was used to probe the electronic structure of small
molecules826,827 and conjugated polymers828 on various
surfaces, electronic coupling and surface reactivity at metal/
organic interfaces,829−831 the distribution of HOMO and
LUMO levels in films depending on the position on the
film,832 intermolecular and molecule-defect interactions,833,834

single-bond formation and dissociation,835 and spin-splitting of
single-molecule vibronic states under a magnetic field.836

Spin-polarized STS (SP-STS) that utilizes a ferromagnetic
tip837 has probed magnetization in molecular monolayers,838

spin transport through a single molecule,839 and tunneling
magnetoresistance in molecular junctions.840 Time-resolved
STM methods have also been developed.841−843 For example,
Cocker et al.844 demonstrated a THz-STM which enables
measurements with sub-500-fs time resolution and sub-2-nm
spatial resolution.

7.2.1.6. Near-Field Scanning Optical Microscopy. Near-
field scanning optical microscopy (NSOM) (also referred to as
SNOM) enables simultaneous assessment of surface topology
and optical absorption, PL, and/or photoconductive properties,
with a subdiffraction-limited spatial resolution.795,845,846 In
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recent studies of organic semiconductors, NSOM was used to
establish the effects of aggregation on the device perform-
ance;847 it enabled domain spectroscopy in domains with
different molecular order and crystallinity in oligomeric PQT-
12 films848 and in P3HT:p(NDI2OD-T2) copolymer
blends,847 and it revealed various polymorph phases in rubrene
microcrystals.849

Materny and co-workers850,851 developed a near-field pump−
probe (PP-NSOM) spectroscopy, which they applied to
PTCDA films. In PP-NSOM, pump and probe laser pulses,
time-delayed with respect to each other, are collinear and are
incident on the sample via a microscope objective. The probe
pulse transmitted through the sample is collected with a NSOM
tip, and it provides information on exciton dynamics with a
nanoscale spatial resolution, and with a better image contrast
than the conventional NSOM. The authors were able to map
out the exciton−exciton annihilation rate in PTCDA films,

showing that it is overestimated in far-field experiments.850 To
obtain chemical specificity, NSOM-CARS was developed. This
technique relies on contrast originating from vibrations of the
nuclei and on high signal strength due to the coherent
nonlinear interaction. In the CARS process, there are three
incident laser fields. The frequency difference between the
pump pulse (ωp) and Stokes (ωS) pulse is tuned to be in
resonance with a vibrational mode of the molecule (ωp − ωS =
ΩR). The coherent excitation of the vibration makes the third
probe pulse (ωpr) scatter at the anti-Stokes frequency ωaS = ωp
− ωS + ωpr, which is the CARS signal. In a degenerate CARS
scheme, ωp = ωpr. In the near-field CARS, the signal is detected
through the NSOM tip. The authors were able to demonstrate
NSOM-CARS imaging of P3HT films and surface-enhanced
CARS in pyridine films.851

7.2.2. Optical Absorption and PL Imaging. Absorption
and PL microscopy of organic semiconductors has been widely

Figure 21. (a) Crystal structure of Tc. Red arrows indicate the optical transition dipole moment. The π−π overlap is considerably higher in the a-b
plane than along the c-axis, resulting in large Dexter transfer anisotropy. (b) Normalized spatiotemporal maps of the emission intensity along the b-
axis and the c-axis of the Tc crystal. (c,d) Time evolution of the triplet exciton mean square displacement along the b- and c-axes (c) and the a-axis
(d) of the Tc crystal. Diffusion coefficients obtained from the data are also included. Data for a polycrystalline film are also included in (d), showing
the transition to the subdiffusive regime due to exciton trapping at domain boundaries and defects. Adapted with permission from ref 852. Copyright
2014 Nature Publishing Group.
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utilized to visualize domains and D/A interfaces in D:A
blends,188 quantify exciton diffusion,128,137,852 examine the
nature of exciton states depending on the molecular order in
crystalline films,109 probe exciton delocalization,853 and so on.
Combinations of PL microscopy with Raman spectroscopy has
enabled probing of the chemical composition of domains in
organic films854,855 and domain orientations in microcrystals.856

Irkhin and Biaggio128 analyzed a spatial profile of steady-state
PL emission from rubrene crystals, relative to that of the
focused excitation, to probe anisotropy in exciton diffusion.
They related spatial the exponential decay of the PL intensity
away from the excitation position to formation of singlet
excitons from fusion of triplet excitons (which had formed by
singlet fission on picosecond time-scales) and inferred a triplet
exciton diffusion length of 4 μm along the b-axis of the crystal.
Akselrod et al.852 imaged microsecond time-scale time-

delayed fluorescence (TDF) resulting from triplet fusion to
visualize and quantify triplet exciton transport in Tc. For that,
they excited singlet excitons with a 100-fs laser focused to a
diffraction-limited spot and obtained the image of TDF by
scanning the sample with a small-area time-resolved SPAD to
obtain a map of time-dependent singlet exciton density, which
is then converted to that of triplet exciton density. From time-
dependent triplet exciton density, the diffusion constant was
calculated yielding 1.35 × 10−3 cm2/(s), 2.28 × 10−3 cm2/(s),
and 0.31 × 10−3 cm2/(s) along the a-, b-, and c-axes of Tc,
respectively (Figure 21). From these constants, the diffusion
lengths were obtained (yielding, e.g., 0.61 μm along the a-axis).
At times >2 μs, the transition from random walk diffusion to
subdiffusion was observed in Tc films as excitons became
trapped at or by the domain boundaries.
Deotare et al.137 used a similar method (involving an optical

microscope with a scanning detector) to characterize the
physical diffusion of tightly bound CT states by imaging the
transient PL. They used a TADF material (Section 2.7.2) (m-
MTDATA:3TPYMB D:A blend) with long-lived CT states and
monitored their diffusion over ∼5−10 nm before relaxing into
lower-energy CT states.
Sharifzadeh et al.853 combined spatially resolved, polar-

ization-dependent optical absorption measurements with the ab
initio excited-state calculations to determine relative grain
orientations in polycrystalline TIPS-Pn films and their effect on
the exciton dynamics. They established that the lowest-energy
exciton is delocalized over ∼3 nm, which could play a role in
the efficient singlet fission in this material, and is contained in
the a-b plane of the crystal.
Rawat et al.109 performed spatially-, temporally-, and

polarization-resolved PL/linear dichroism microscopy on
metal-free phthalocyanine (H2-OBPC) crystalline films. The
measurements revealed the temperature-induced switching
between localized and delocalized exciton states, which was
related to the change in the molecular tilt with respect to the
π−π stacking axis.
7.2.3. Ultrafast Time-Resolved Microscopy. Ultrafast

pump−probe microscopy emerged as a powerful tool for
investigations of exciton dynamics with a sub-100-fs time
resolution and diffraction-limited spatial resolution.857−862 This
technique combines the advantages of an ultrafast time
resolution enabled by a pump−probe methodology (Section
7.1.1) and ∼150−250-nm spatial resolution enabled by
confocal microscopy; see a comprehensive review in ref 860.
Polli et al.857 applied the technique to study the photophysics
of PFO/PMMA interfaces. Grancini et al. mapped out the

electron transfer process across the P3HT/CdSe nanocrystal
interface863 and revealed an intercrystallite long-lived CT state
at P3HT:PCBM interfaces.859 Wong et al. observed a hot
exciton vibrational relaxation followed by singlet fission and
recombination with a kinetics depending on the domain862 and
revealed hidden interfaces861 in polycrystalline TIPS-Pn films.
Wan et al.156 were able to visualize singlet and triplet exciton
transport in single Tc crystals using polarization-dependent
transient absorption microscopy. The authors demonstrated a
coupled triplet and singlet exciton transport that led to a more
than an order of magnitude enhancement in the diffusion
constant for the triplet excitons on picosecond and nanosecond
time-scales.
Recent advances in super-resolution microscopy864,865 have

laid foundations for various methods enabling subdiffraction
limited optical imaging, which are now awaiting applications in
high-resolution optical imaging of organic semiconductors.
Toward this goal, for example, Penwell et al.866 demonstrated
fluorescence imaging of CN-PPV nanoparticles with a 90 nm
resolution using stimulated emission depletion (STED)
microscopy.
Voronine et al.719 introduced a coherent 2D nanoscopy,

which utilizes an ultrafast FWM methodology but with all 4
optical fields incident (in contrast to three incident and the
fourth outgoing in a traditional FWM scheme, as in Figure
20(b)), with time delay between the pulses. The technique uses
a wide-field illumination (thus 2D spectral information is
collected simultaneously from a large area) but detects locally
generated photoelectrons via photoemission electron micros-
copy (PEEM). This method overcomes the diffraction limit and
provides resolution of about 50 nm, enabling imaging of
nanoscale coherence.
Recently, ultrafast spectroscopy of individual molecules was

demonstrated, as discussed in the following section.
7.2.4. Single-Molecule Fluorescence Spectroscopy.

Single-molecule fluorescence spectroscopy (SMFS) has been
widely utilized in probing nanoscale interactions and local
nanoenvironment in a variety of media, including biological
systems, polymers, and crystals. Comprehensive reviews of
SMFS studies relevant for organic optoelectronics can be found
in refs 867−873.
The requirements for the molecule that determine its

suitability for studies using SMFS include high fluorescence
QY (Φf) and high photostability. For the latter, the quantitative
measures are the photobleaching QY, ΦB (Section 2.1), or the
total number of photons the molecule emits before photo-
bleaching, Ntot. For the best SMFS fluorophores, ΦB < 10−6 and
Ntot > 106. The molecules of interest are typically incorporated
in nonemissive solid hosts at ultralow concentrations, they are
excited with a cw light, and their fluorescence is monitored
using wide-field or confocal geometry (e.g., with an EMCCD or
SPAD, respectively). The measurements can be done as a
function of temperature, polarization of incident or emitted
light, applied electric fields, etc. Many semiconducting polymers
(such as PPV derivatives,874−878 P3HT,879,880 and PFO881,882)
and small organic semiconductor molecules (such as Pn,868

PDI,883−885 and functionalized ADT and Pn derivatives35) have
satisfied these requirements and have been subjected to SMFS
studies. For example, single molecules of functionalized ADT
(such as diF TES-ADT) and fluorinated Pn (such as F8 R-Pn)
derivatives were imaged at room temperature in PMMA and
BTBTB hosts, exhibiting Φf of 0.7−0.9, ΦB of (1−2) × 10−6,
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and Ntot of (4−8) × 105 in PMMA, depending on the derivative
(Table 1).
Single molecules can serve as sensitive probes of local

changes in polarity, viscosity, the relaxation dynamics of the
host, acoustic resonances, etc.397,886−889 in various heteroge-
neous environments. The 2D or 3D rotational diffusion of a
single-molecule probe introduced in a host polymer matrix can
be analyzed to gain insights into polymer dynamics,890,891

establish a degree of order in a host matrix,892 and monitor
electric-field-induced poling at the nanoscale.893 Single-
molecule probes have also provided information about
defects,894 temperature- and/or time-dependent structural
dynamics,895,896 and conduction.897

Analysis of the intermittency of fluorescence emission (i.e.,
blinking) may provide valuable insight into various conforma-
tional changes, reversible transitions to dark states, and
interactions with a local environment.898,899 For example,
blinking statistics due to the intersystem crossing (ISC) to the
triplet state is expected to be exponentially distributed,900

whereas that due to photoexcited charge exchange between the
molecule and a host results in more complicated distributions,
such as power-law, log-normal, and Weibull, depending on the
interaction.901 In quantum dots and semiconductor nanocryst-
als,902−905 blinking statistics were used to determine the
energetic and kinetic properties of charge separated states.
The origins of such distributions in organic molecules are less
understood, and relating blinking statistics to the molecule’s
charge and energy exchange with the surrounding medium is of
considerable interest,906−908 especially in materials relevant for
organic optoelectronic devices. Steiner et al.879 analyzed the
blinking dynamics of single P3HT chains, depending on the
molecular weight and excitation intensity, and they demon-
strated a dramatic decrease in fluorescence related to
transformation from unfolded to folded chains, which was
attributed to singlet−triplet annihilation (Section 8.3).
Hoogenboom et al.909 studied blinking dynamics in PDI
trimers embedded in PMMA, which revealed the presence of
dynamic charge tunneling between the PDI and PMMA. Wilma
et al.910 related spectral changes in a PBI molecule in PS during
the blinking event to the diffusion of electrons in the PS matrix
and calculated the distributions of local electron mobility in PS.
Another important property relevant for optoelectronic

materials, which can be probed using SMFS, is exciton
localization/delocalization characteristics. It has been demon-
strated that SMFS with polarization-dependent excitation and
emission enables estimation of the degree of exciton local-
ization in the excited state.911 Da Como et al.912 established
exciton delocalization over ∼500 repeat units in single PFO
chains. Lippitz et al.913 observed dynamic changes between
localized and delocalized exciton states in biperyleneimide
dimers, which were accompanied by line shape changes of the
emission spectra, fluorescence intensity, and lifetime. In ref 914,
spontaneous symmetry breaking in the excited state was
observed in Ir(piq)3, a model OLED triplet emitter, which
caused stochastic switching of the molecular dipole moment
between the three ligands. Aggarwal et al.915 demonstrated
nondeterministic exciton localization in π-conjugated macro-
molecules. In a follow-up study, Thiessen et al.916 established
the effects of torsional relaxation in oligomers and cyclic
structures on exciton localization. Adachi et al.917 studied single
chains of PFO, ensuring that only one chromophore on the
single chain is photoactive at a time and used photon
correlation spectroscopy. They observed differences in spectra,

emission dynamics, and photon statistics in “glassy” (with
chromophores twisted with respect to each other) and β-phase
(planarized) PFO. They concluded that the degree of structural
relaxation in the excited state determines the exciton coherence
length, which controls fluorescence lifetime. In particular,
bending of single chains was correlated with increased
fluorescence lifetime due to the decrease in exciton coherence
length.
An important feature of the SMFS is that it can differentiate

between dynamic and intra- and intermolecular disorder.880,918

For example, Thiessen et al.880 quantified interchromophoric
disorder in P3HT responsible for the broad optical absorption
spectrum. Stangl et al.75 directly observed temporal fluctuations
in the coupling of cofacial oligomers. Honmou et al.882

observed EL and PL from a single PFO chain and established
the keto defect-related origin of the unwanted green emission
band that degrades the color purity, stability, and efficiency of
PFO-based OLEDs. They were also able to observe charge-
assisted formation of ground-state dimers.
Intra- and intermolecular interactions, important for

optoelectronic devices, have also been studied using SFMS.
Yoo et al.919 quantified excitonic coupling as a result of
interchromophore interactions in PDI trimers. Schindler and
Lupton920 were able to manipulate interchromophoric coupling
(intrachain FRET) in single LPPP polymer chains by
electrothermal modulation, which modulated the local
dielectric environment. Intramolecular FRET in conformation-
ally controlled dimers has also been extensively studied.75,921

Several studies addressed film-processing and working
device-specific effects on the molecular photophysics. For
example, Vogelsang et al.871,878 established single MEH-PPV
polymer chain dynamics during solvent vapor annealing.
Nicolet et al.922 used spectral lines of emission from single
DBT molecules embedded as SM probes in a working Ac FET
to probe the local electric field distribution due to charge
injection in Ac. They observed trapping/detrapping events at
the silica−Ac interface that were power-law distributed in time
at 1.4 K.
New methodologies that enable high-accuracy 3D local-

ization of molecules and determination of the rotational
mobility of the molecule have been recently developed by the
Moerner group.923−925 Winterhalder et al.926 proposed a three-
photon fluorescence excitation scheme for extraction of
chemically sensitive vibrational information for a single
fluorescent molecule at room temperature. In this scheme,
two simultaneous pump beams (ω1 and ω2) prepare the
vibrational population (the vibrational hot band), which is then
probed with a third pulse (ω3) by converting the vibrational
state population into a population of the fluorescent state. The
resulting anti-Stokes fluorescence is blue-shifted with respect to
ω3 by vibrational energy. The intensity of this hot band
fluorescence depends on the vibrational population, and by
tuning ω1 or ω2, one obtains spectroscopic information on the
vibrational state of the molecule. The scheme has a similarity to
CARS, but here only vibrational modes that strongly couple to
the electronic transitions are addressed, which is necessary for a
single-molecule level of sensitivity.
An exciting recent development in the SMFS field is the

capability of performing ultrafast spectroscopy on single
molecules, for example by combining time-resolved pump−
dump spectroscopy with single-molecule-level detection
capability. An excellent tutorial review of the subject is available
in ref 869. With these approaches, the electronic and vibrational
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dynamics of single molecules can be studied at room
temperature. This enabled observations of electronic coher-
ence/decoherence, vibrational wavepacket interference, and
quantum control of single molecules.66,927One particular result
is that the single-molecule approach enabled a more realistic
assessment of coherence in particular units of complex
molecules (such as light-harvesting complexes), as coherence
times from bulk experiments are underestimated due to
inhomogeneous averaging. Another important point is that
the ergodicity principle (time-averaging equals ensemble
averaging) does not hold for investigations on systems which
engage into functional interactions with a structured environ-
ment, and therefore SMFS provides an opportunity to
understand the functional characteristics of complex molecules.
Several methods (e.g., utilizing photothermal contrast) were

developed for observation of a single molecule through
absorption (rather than fluorescence) at room temper-
ature.773,928,929 Also, coupling of the single-molecule emission
to plasmonic nanoantennas, which enables directional emission,
has been demonstrated.930−932 Efforts toward accessibility of
SMFS have also been madefor example, a portable low-cost
imaging system for fluorescence microscopy of single nanoscale
objects using a smart phone was reported.933,934

7.3. Summary

The experimental capabilities discussed in this section illustrate
a wide variety of modern techniques available for character-
ization of the optical and electronic properties of organic
optoelectronic materials. Time-resolved methods enable
probing ultrafast charge separation, exciton delocalization,
coupling of charge carriers with molecular and lattice vibrations,
and quantum-coherent effects. Various experimental protocols
of material characterization in device structures have been
proposed to probe nongeminate recombination and charge
trapping properties. Techniques specifically sensitive to
interfaces, grain boundaries, and structural inhomogeneities
and the associated charge carrier dynamics are available.
Methodologies that combine ultrafast time resolution with
diffraction-limited spatial resolution and that are capable of real-
time monitoring of processes such as exciton diffusion have also
been developed. Microscopy methods have evolved to enable
measurements of exciton localization/delocalization at nano-
scales, to relate (opto)electronic properties with specific
domain or polymer chain microstructure and molecular
relaxation pathways, and to probe coherent effects in molecular
assemblies and at the the single-molecule level.
Although this section was focused on successful application

of methodologies, each technique has drawbacks, and it is
important to understand technique-specific limitations. For
example, a common important issue is that experimental
techniques that provide insights into ultrafast charge carrier
dynamics typically require high excitation densities to achieve
good signal-to-noise ratio, which may produce nonlinear effects
(such as exciton−exciton annihilation)935 confounding the
picture.371 Therefore, it is desirable to keep excitation as low as
possible (e.g., fluences of <1 μJ/cm2 were deemed necessary at
500 nm excitation of P3HT427), establish the presence or
absence of such effects, and account for them as necessary.
Nonlinear optical methods and techniques probing coherent
processes (such as 2DES) which also require high excitation
densities, are difficult to perform on thin films due to film
photodegradation and/or scattering, often requiring sample
geometries that would minimize such effects (e.g., nano-

particles403). Many time-resolved techniques (such as THz
spectroscopy, TRMC, and time-resolved photocurrent) which
directly probe charge carrier dynamics measure photo-
conductivity, from which a product of the sum of the hole
and electron mobilities and of charge photogeneration
efficiency (referred to as μη in Table 2) can be obtained.
However, the μ and η separation, as well as contributions of
electron and hole mobilities in μ, is not straightforward.
Scanning probe microscopies provide excellent spatial reso-
lution, but their time resolution is limited, and practical
solutions for achieving ultrafast time resolution combined with
subdiffraction-limited spatial resolution and for nanoscale
imaging of photoinduced exciton and charge carrier dynamics
(e.g., in situ tracking of singlet exciton diffusion over 10−20
nm) are awaiting. Single-molecule spectroscopy is an excellent
tool for studies of the molecular-level photophysics. However,
it requires the fluorophores to be incorporated at ultralow
concentrations in a nonfluorescent, typically high-bandgap
matrix (e.g., PMMA or PS). This makes it difficult to apply the
technique to studies of intermolecular interactions and of the
nanoscale environment directly relevant to typical high-
performance organic optoelectronic thin-film devices (such as
BHJs).
Given the complexity of processes ultimately involved in

organic (opto)electronic device performance, occurring both at
the molecular level and at the molecular assembly level, it is
often difficult to conclusively establish the underlying physical
mechanisms based on results of one type of measurement. It is
therefore important to characterize the optoelectronic material
comprehensively by applying various experimental techniques
and reconcile observations from these experiments. Some
illustrations of this statement were provided in earlier sections
(e.g., Section 4.3), and further examples are given in Section 8.

8. IMPORTANCE OF COMPREHENSIVE PHYSICAL
STUDIES: EXAMPLES

8.1. Charge Carrier Dynamics on Various Time-Scales:
From Ultrafast Dynamics to Device Performance

In order to establish bottlenecks in charge generation and
transport, many studies have highlighted the importance of
tracking charge carrier dynamics over multiple time-scales.
Therefore, more understanding about underlying mechanisms
is gained when charge carrier dynamics is assessed by
combining ultrafast spectroscopy with other experimental
and/or computational techniques applied to the same material
and/or device. Examples of such combinations include high-
resolution spectroscopy and/or time-resolved photocurrent
measurements combined with cw photocurrent measurements
or OPV device characteristics,37,346,347,356,724,936−939 TRMC or
time-resolved photocurrent measurements combined with FET
studies,27,302 and many others.940,941 Such experiments revealed
properties that persist over many orders of magnitude in time,
which helps establish what aspect of carrier dynamics is
ultimately important for the device performance. For example,
power-law decays of transient photoconductivity (∼t−b with b =
0.52−0.53) in crystalline TIPS-Pn films (Figure 22) were
observed on the 1−100-ps time-scales in the optical pump-THz
probe experiments40 and from ∼100 ps to at least up to ∼1 μs
in transient photocurrent measurements in devices.36,347

Similar behavior was observed in TIPS-Pn single crystals198,365

and in diF R-ADT crystalline films,28,347,414 in which weakly
temperature-dependent power-law exponents b were obtained
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and attributed to charge carrier tunneling between the
isoenergetic sites over many orders of magnitude in time.
Among films of TIPS-Pn and diF R-ADT derivatives with
various R-groups, lower power-law exponents b (corresponding
to slower charge carrier recombination) correlated with higher
cw photocurrents in devices.36 Dimitrov et al.936 used transient
absorption spectroscopy to study charge photogeneration
dynamics in several SiIDT-based polymer:fullerene blends on
subpicosecond to millisecond time-scales and correlated these
results with the OPV performance. They observed that the
blend with a higher D−A energy offset exhibited efficient
subpicosecond electric field-independent charge generation and
a 3-fold higher short-circuit current Jsc as compared to a blend
with a lower D−A energy offset, which instead underwent a
singlet−triplet spin conversion at ∼1 ns after photoexcitation.
Although efficient charge photogeneration is a key factor in

the performance of optoelectronic devices based on photo-
response, nongeminate charge carrier recombination plays a
significant role as well (Section 5.2). Therefore, many studies
focused on monitoring charge carrier dynamics from photo-
generation to extraction.289,294,637,639,724,747 Kendrick et al.37

chose the diF TES-ADT as the donor and added diCN TIPS-
ADT, R-Pn, R-IF, R-Hex, or PCBM acceptors at small enough
concentrations (2%) to prevent acceptor domain formation and
to minimize changes in the hole mobility in the donor. The

choice of the acceptor molecules was dictated by the desirable
range of the D−A ΔLUMO (0.44−0.65 eV, depending on the
acceptor) and of the average D−A separation (dictated by the
R groups on the acceptors). They measured transient
photocurrent under a ∼500 ps pulsed photoexcitation (with a
sub-100-ps detection resolution) and the cw photocurrent,
under applied electric field, in the same devices (Figure 8(c)).
In all samples, the amplitude of the fast photocurrent, which is
determined by the photogeneration efficiency,300 was within a
factor of 2 of that in pristine diF TES-ADT films (Figure
23(a)). In contrast, up to a factor of ∼6 enhancement was

observed in the cw photocurrent in several blends as compared
to that in pristine diF TES-ADT (Figure 23(b)). It strongly
depended on the D−A spacing controlled by the size of the
side group R on the acceptor, with larger D−A spacings
yielding higher photocurrents. This was attributed to inhibited
charge carrier recombination (Figure 8(c)), and the higher cw
photocurrents also corresponded to longer decays of the time-
resolved photocurrent.
Burke and McGehee273 established that a good BHJ cell

should have a high local (e.g., measured at ps time-scales)
mobility, whereas the bulk mobility commonly measured in

Figure 22. (a) Relative transmission of the THz probe beam measured
in a polycrystalline TIPS-Pn film excited with a 100-fs, 580-nm pulse as
a function of a pump−probe time delay (Δt), reflecting the dynamics
of photoinduced mobile charge carriers. The time resolution is ∼0.4
ps. The inset shows the longer time-scale dynamics, fit with the power-
law function (∼Δt−β). Adapted with permission from ref 40.
Copyright 2005 American Institute of Physics. (b) Transient
photocurrent measured under 100-fs, 400-nm excitation of a
polycrystalline TIPS-Pn film in a thin-film device using a fast digital
sampling oscilloscope. The time resolution is ∼30 ps. The inset shows
decay dynamics at longer time-scales, fit with the power-law function
(∼t−β). Adapted with permission from ref 347. Copyright 2008
American Institute of Physics.

Figure 23. Peak transient (a) and cw (b) photocurrents observed
upon pulsed and cw photoexcitation, respectively, of blends containing
diF TES-ADT as the donor and 2 wt % of the acceptors (diCN TIPS-
ADT, F8 TIPS-Pn, F8 TCHS-Pn, F8 TCHS-Hex, PCBM, TIPS-IF,
and TCHS-IF), normalized by the values obtained in pristine ADT-
TES-F films (ΔLUMO = 0), as a function of ΔLUMO. Symbols
describing side group (R) designations are included in the plot. Up to
a factor of 2 enhancement in charge photogeneration efficiency (a) is
observed in blends with acceptors featuring large side groups TCHS
enabling larger D−A spatial separation. The same blends exhibit up to
a factor of ∼6 improvement in the cw photocurrent due to reduced
charge carrier recombination. Adapted from ref 37. Copyright 2012
American Chemical Society.
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devices is not directly linked to charge generation. For example,
Jin et al.354 observed a factor of 1.8 higher ultrafast
photoconductivity (measured using time-resolved THz spec-
troscopy) in PTB7:PCBM than in P3HT:PCBM blends,
correlated with the solar cell performance of these blends.
The local charge carrier mobility extracted from picosecond
time-scale measurements in some polymers (such as PPV
derivatives) can be up to several orders of magnitude higher
than that in devices;345,418,549 other polymers such as P3HT-
based blends exhibited relatively time-independent mobility, at
least over the ∼1-ps to 100-μs time-scales.552,942 The local
mobility may also exhibit considerably different temperature
dependence than the “bulk” one,27,201,347 having been governed
by a different mechanism. In some cases (e.g., PPV,730

PCDTBT:PCBM943), the charge carrier mobility became
more thermally activated when it was probed at longer time-
scales, for example due to the multiple-trapping carrier
transport as the carriers relax into the deeper states.549 In
other systems, such as p-DTS:PCBM,943 the activation energy
did not change appreciably with time, at least through
nanosecond time-scales, and charge transport proceeded via
localized sites confined to a narrow energy range. Examples of
such material-dependent behavior highlight that the best insight
into the physics behind the photoexcited carrier dynamics is
obtained by performing time-resolved experiments in con-
junction with measurements of device characteristics, on the
same system and on the same devices whenever possible.

8.2. Optical vs Electronic Properties

Given the importance of exciton dynamics for photogeneration
of mobile charge carriers, as well as the similarity of factors
contributing to exciton and charge carrier transport,728,944 a
question arises whether it would be possible to predict charge
carrier dynamics based on optical measurements of exciton
dynamics. A considerable amount of work focused on
simultaneous studies of optical (e.g., via absorption and PL)
and electronic (e.g., via photocurrents in devices) proper-
ties.27,28,36,356,368,945−947 For example, PL quenching under
applied electric fields and in the presence of acceptors has been
used as a quantitative measure for Frenkel exciton dissociation
into free carriers and D−A CT, respectively, see the excellent
discussions in refs 206 and 946. However, the efficient D−A
CT does not necessarily translate into efficient charge carrier
generation.356,947−949 For example, in diF TES-ADT blends
with other ADT or R-Pn derivatives, efficient CT leads to the
formation of tightly bound exciplexes, which deplete more
efficient charge generation pathways300,356 and do not yield
significant improvements in Jsc of D:A BHJs as compared to
that in pristine diF TES-ADT diodes,188 rendering donor PL
quenching irrelevant for understanding of the observed
photocurrents.
Tvingstedt et al.947 found a direct correlation between the

electric field-assisted PL quenching of Frenkel excitons and
extracted photocurrent in several pristine polymers. However,
no such correlation was found with the PL quenching of the
CT excitons in polymer:fullerene blends. In particular,
considerably lower electric fields were required to generate
photocurrents than to efficiently dissociate the CT states.
Similar observations were made, for example, in the case of the
CT excitons in polymer:nonfullerene small-molecule acceptor
(MEH-PPV:HV-BT) blends946 and Frenkel excitons in pristine
polycrystalline diF TES-ADT28 and oriented PPV421

films. The
origin of such discrepancies lies in the availability of alternative

channels for charge separation, which include nonemissive
states that may or may not constitute precursor states for the
emissive Frenkel or CT exciton formation. Therefore, the PL
quenching is not a reliable predictor of charge generation
efficiency, as discussed in detail in ref 206.
Optical absorption and PL spectra of organic solids contain

information about exciton relaxation in a disordered energy
landscape, exciton delocalization, etc. For example, the width of
inhomogeneous broadening σ (eq 4) of the spectral lines
provides a measure for the DOS for excitons, and at room
temperature it describes the Stokes shift due to exciton
relaxation (−σ2/kBT) in amorphous and disordered polycrystal-
line films.2,28 Analysis of the spectral shifts between the
monomer and solid-state spectra enables differentiation
between the amorphous and polycrystalline film structures
(Figure 2).40 The optical spectra analysis procedure developed
by Spano and co-workers91 (Section 2.4) has been utilized to
determine exciton bandwidths and coherence lengths, establish
types of molecular aggregates,87 and distinguish between the
aggregates of the same type but with different characteristics.31

It is of interest, however, to perform a side-by-side
comparison of exciton and charge carrier dynamics and look
for possible correlations.113 Hoffmann et al.950 combined
measurements of PL and charge carrier mobilities (using
TOF and OFET characteristics) with DFT calculations to show
that, in conjugated A-B-type copolymers, the inhomogeneous
DOS for excitons and charge carriers were very similar. They
proposed that this is a characteristic feature of a broad range of
conjugated polymers in which disorder results from variation in
conjugation lengths rather than in chain coupling. They also
discussed the possibility of predicting charge carrier mobility
based on the optical absorption measurements, for example for
a quick material screening in the industrial setting.
Kronemeijer et al.491 examined the temperature dependent

FET characteristics of a variety of top-gate polymer FETs, in
conjunction with measurements of optical absorption using
photothermal deflection spectroscopy. They found correlation
between DOS (determined from temperature-dependent FET
transfer characteristics) for charge carriers in FETs and the
Urbach tail from the absorption spectra (Figure 24), which also
supports the connection between optical measurements and
charge transport characteristics in disordered materials.

Figure 24. Correlation between the DOS width extracted from FET
characteristics (T0) and the Urbach energy from the absorption spectra
(see Figure 19), so that Eu ≈ (kBT0). Reproduced from ref 491. under
Creative Commons license 4.0 (https://creativecommons.org/
licenses/by/4.0).
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Pingel et al.27 and Platt et al.28 looked for correlations
between the exciton bandwidth W (extracted from absorption
and/or PL spectra), which is a measure of intermolecular
interactions (Section 2.2), and charge transport in polycrystal-
line P3HT and diF TES-ADT films, respectively. In both cases,
absorption and emission properties were attributed to those of
disordered H-aggregates, and exciton bandwidths W increased
with temperature. The exciton bandwidth depends on the
intermolecular π−π stacking distance, the number of molecules
in the aggregate, and the correlation length,44 and it has served
as a sensitive probe of the domain structure and quality of
polycrystalline films.45,951 In P3HT, an increase in W with
temperature was dependent on the molecular weight of the
polymer and attributed to a decreasing interaction length (i.e.,
shortening of the interacting conjugated segments) with
temperature. Such decrease in the interaction length, however,
did not negatively impact the nanosecond time-scale (“local” or
intragrain) charge carrier mobility measured by TRMC and did
not have a strong correlation with the behavior of the
(macroscopic) OFET mobility dominated by the transport in
the intergrain disordered regions. In diF TES-ADT, strongly
temperature dependent W was attributed to dynamic disorder,
and no correlation between the behavior of W and of the
nanosecond time-scale photocurrents was observed. Instead,
the nanosecond time-scale charge transport properties were
dominated by static disorder. Although the exciton bandwidth
was found to be be highly sensitive to film morphology, no
direct correlations between W and TRMC photocurrents or
with FET mobilities were observed in other studies of P3HT
films with systematically varying molecular weight951 and
casting solvent,45 respectively. These observations suggest
that the systems with low static disorder (such as aligned
torsion-free polymer fibers or molecular crystals) and/or charge
transport measurements at subpicosecond time-scales may be
necessary to directly relate optical and electronic properties that
originate from intermolecular coupling rather than structural
defects, variations in polymer chain lengths, impurities, etc.

8.3. Macroscopic vs Microscopic Scales

Numerous studies identified the importance of grain
boundaries, the presence of mixed phases, and nanoscale
morphology for the optoelectronic properties of films. Insights
obtained via various modalities of microscopy of organic
semiconductors were discussed in Section 7.2. Comprehensive
reviews of how the synergy of studies on the macroscopic and
microscopic spatial scales promotes better understanding of the
material design and device performance are available (Table
S1).774,795,867 Highlighted below are several recent examples of
studies that obtained device performance-related insights using
microscopy that directly probed (opto)electronic processes
(rather than structural and morphological characteristics).
Lange et al.749 applied KFPM in conjunction with the BACE

measurements to several polymer:fullerene BHJs. The KFPM
enabled quantifying energetic shifts in HOMO and LUMO
depending on charge carrier density, film composition and
thickness, and annealing, which were then related to the
extracted charge in OPV measured with BACE. The authors
concluded that the Voc dependence on the blend composition
and thermal history was determined by variations in the
fullerene LUMO due to varying crystallinity.
Giridharagopal et al.776 developed a conductive AFM-based

method that enables measurements of the photoinduced
charging with a ∼100-ns time resolution, which was then

applied to studies of P3HT:PCBM BHJs annealed using
different protocols. The photocharging rate, which is directly
proportional to the local quantum efficiency, was then related
to the EQE measured in the same OPV devices. A strong
correlation between the two quantities was observed (with the
rate increase from 20 to 45 kHz corresponding to the EQE
increase from ∼33 to 54%) due to changes in the nanoscale
film structure as the annealing time increased.
Adachi et al.917 used SMFS of single PFO chains to establish

energetic heterogeneity in polymer charge trap levels of almost
1 eV due to an inhomogeneous local environment. They
demonstrated that the well-known green emission band in
PFO-based OLEDs is due to a distribution of spectrally discrete
keto-defect-related emitters and argued that such large
energetic heterogeneity should be a general property of charge
traps in conjugated polymer films. Honmou et al.882 were able
to measure EL spectra from single BDOH-BF chains and
proposed a mechanism based on the formation of interchain
aggregates that describes variable EL in BDOH-BF-based
OLEDs, depending on the polymer side chains.
A series of studies of functionalized ADT and Pn derivatives

were performed on the macroscopic (device) level,37,300,356

microscopic level,188 and single-molecule level.35 Time-resolved
and cw photocurrents and PL were measured, in combination
with numerical simulations,120 in blends of diF TES-ADT as
the donor and various small-molecule acceptors (including
functionalized Pn derivatives). These studies quantified the
properties of the emissive CT states and their contribution to
the photocurrent, depending on the side groups of the
acceptor.37,300,356 The CT states were then used to image D/
A interfaces in diF TES-ADT-containing binary and ternary
solar cells, which linked the fine intermixture of donor and
acceptor, resulting in the tightly bound CT state formation with
a lower PCE.188 Then, the same functionalized ADT and Pn
derivatives as those used in devices (e.g., diF TES-ADT, diCN
TIPS-ADT, F8 R-Pn) were imaged on the single molecule level,
incorporated in PMMA or crystalline t-bu BTBTB hosts. The
study revealed considerably higher photostability of molecules
in a crystalline host, as compared to PMMA, and dependence
of photostability and of orientational constraints upon the
molecule incorporation into a crystalline host on the molecule’s
side groups R.35

Reid at al.371,951 performed TRMC measurements on P3HT
films of various molecular weight and observed saturation of the
photocurrent at higher molecular weights in solution-cast films,
with the photocurrents an order of magnitude higher than
those in solid-state molded films in which the density of chain
folds was reduced (Figure 25(a)). The authors hypothesized
that two possible scenarios could be behind these observations,
with the charge photogeneration either promoted by the
interfaces between amorphous and crystalline domains or
facilitated by chain folds acting as defects. The resolution
between these two distinct pictures could be offered, for
example, by the results of Steiner et al.879 They performed PL
spectroscopy on single P3HT chains of various molecular
weight in solution and in a PMMA host, which enabled
measurements on unfolded and folded chains, respectively
(Figure 25(b)). In folded chains only, PL saturation was
observed at higher molecular weights. This was explained by
efficient funneling of the excitons (via energy transfer) to the
acceptor chromophore (shown in red), which was followed by
the triplet formation on the acceptor. The triplet exciton then
quenched a singlet exciton within the range of exciton
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migration (singlet−triplet annihilation). This process would
prevent singlet exciton dissociation into free charge carriers,
which suggests that the chain folds would be detrimental for
charge generation, thus supporting the domain interface-driven
charge generation picture. In spite of very different experiments
(TRMC and SMFS) and observables employed in this example,
the example illustrates how relating optical and electronic
properties, at both the macroscopic and microscopic scales,
could help identify deep connections between various
observations and clarify underlying mechanisms.

9. MATERIALS
This section briefly summarizes best-performing organic
materials in several categories: high-mobility materials, best
solar cell materials, and best PR materials. For a detailed
overview of material design, the reader is referred to
comprehensive reviews focused on particular materials classes
(Table S1). Also highlighted in this section are novel and/or
nontraditional approaches to organic optoelectronic materials
design.
9.1. High-Mobility Small-Molecule Organic
Semiconductors

Tables 3 and 4 summarize the performance, and Figure 26
shows selected molecular structures of materials with the
highest charge carrier mobilities to date. Room-temperature
hole mobilities of up to ∼40 cm2/(Vs) were demonstrated in

Pn and rubrene crystals and in C8-BTBTB:PS blends. The
enhanced performance of most small-molecule materials in
Table 3 relies on their ability to form ordered crystalline
structures, with herringbone and 2D π-stacking motifs favored
over other packing motifs in achieving high OFET mobilities.
As discussed in Section 4.1, low reorganization energies and
large transfer integrals, as isotropic as possible (Table 3), have
been identified as parameters necessary for achieving high
mobilities in single-crystal OFETs. Based on these strategies,
Sokolov et al.437 developed a computational screening
procedure using a combination of the QM and MM approaches
that revealed a heteroacene compound DATT (Figure 26) as a
potentially high-mobility organic semiconductor. The com-
pound was then synthesized and characterized in single-crystal
OFETs, revealing hole mobilities of up to 16 cm2/(Vs). For a
comprehensive overview of material design strategies for small-
molecule OFETs, see ref 952.
An instructive example can be drawn from studies of charge

transport in various TIPS-Pn polymorphs (Table 5), in which
mobility varied by 2 orders of magnitude depending on the
molecular packing.527,953 Molecular packing-dependent changes
were also observed in the optical absorption spectra, consistent
with previous studies of optical spectra in various functionalized
Pn and ADT derivatives.36,40,356,954 The highest hole mobility
of up 11 cm2/(Vs) was obtained in a polymorph with the
highest hole transfer integrals achieved in two directions (in the
a-b plane), which on the molecular level is enabled by relatively
similar π−π stacking distances in these directions (Table 5).527

Notably, the TIPS-Pn polymorph I of Table 5 also exhibited
electron mobilities of up to 6.8 cm2/(Vs) when doped with o-
Meo-DMBI.584

Acene and acene-thiophene derivatives, in addition to their
high mobilities, have been a model system for developing
understanding of the optoelectronic properties of organic
semiconductors, such as ultrafast photoinduced exciton and
charge carrier dynamics (Table 3), as discussed in Sections 3.3
and 4.3), as well as for developing new device concepts. For
example, recently, a dif fusion-based Pn OFET on a flexible
substrate, with a gain of >700, was demonstrated.955 Pentacene
(Pn), Tc, and functionalized acene derivatives (e.g., TIPS-Tc,
TIPS-Pn, and TCHS-Hex) contributed most of the important
insights into the mechanism of SF (due to their optimal
energetics, E(S1) ≥ 2E(T1), Section 2.7.1) and the utility of the
SF in devices (Section 3.3.3).22,157,406,407,409 Solution-process-
able derivatives such as R-Pn or diF R-ADT functionalized with
various side groups R enabled systematic studies that provided
insights into the relationship between molecular packing and
charge carrier mobility,952,956 solar cell performance,957 and
properties of CT states in small-molecule D/A BHJs.37,356

Crystalline films of Pn, functionalized Pn, and diF R-ADT
derivatives exhibit photoconductive response36,321and photo-
conductive gains of ∼15−130, depending on the deriva-
tive,36,958,959 which were exploited in photodetectors and
photo-TFTs (Tables 10 and 11).960−962 Fluorinated derivatives
such as diF R-ADT, F8 R-Pn, and F8 R-Hex derivatives exhibit
a considerably enhanced stability under illumination with
respect to the corresponding nonfluorinated deriva-
tives.35,963,964 This makes them suitable for studies on the
single molecule level using SFMS (Section 7.2.4), enabling
systematic studies of nanoscale-level photophysics and
interactions with the local nanoenvironment.35 An acene-
based molecule TTPO that resists decomposition until almost

Figure 25. (a) Product of a charge photogeneration efficiency and a
sum of hole and electron nanosecond-time-scale mobilities measured
using TRMC in P3HT films with different molecular weights. Adapted
with permission from ref 371. Copyright 2014 Wiley Periodicals. (b)
PL from P3HT unfolded chains in solution (top) and folded single
chains immobilized in a PMMA matrix (bottom) measured using
fluorescence correlation spectroscopy and SMFS, respectively, as a
function of the molecular weight of the polymer. Reproduced with
permission from ref 879. Copyright 2014 American Physical Society.
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Figure 26. Molecular structures of selected high-mobility materials. See Tables 3 and 4 and/or the discussion of their properties in the text.
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its melting temperature of around 390 °C was also synthesized
and characterized.811

Two-dimensional (2D) molecular structures are of interest
due to their superior stability with respect to environmental
influences and to chemical reactivity, as compared to linear
molecules such as acenes.575,965 For example, functionalized
bis-tetracene derivatives exhibited hole mobilities of up to 6.1
cm2/(Vs), as well as a superior stability with respect to Diels−
Alder reaction with fullerenes and a factor of ∼200 longer half-
lifetime under continuous UV/vis excitation as compared to
Pn.966 The OFETs based on peri-xanthenoxanthene (PXX)
derivatives952,967−972 with hole mobilities of up to ∼0.8−0.9
cm2/(Vs)952,968 (which were incorporated into flexible OFET-
driven displays by Sony)973 exhibited considerably better
stability over time under exposure to oxygen, moisture, light,
and heat as compared to similar Pn devices.968

Several molecular materials exhibited electron mobilities of
6−8 cm2/(Vs) (Table 3), which include NDI, PDI, fullerene,
and TCNQ derivatives (Figure 26). For example, in single
crystals of F2-TCNQ, room-temperature electron mobilities of
6−7 cm2/(Vs) were observed that increased to 16−25 cm2/
(Vs), depending on the crystal and measurement technique,
upon cooling the crystals down to 150 K (Table 4).583 In
contrast, mobility in TCNQ and F4-TCNQ crystals was lower
(0.1−0.2 cm2/(Vs)) and thermally activated, in agreement with
other studies on TCNQ derivatives.548 The observations were
related to “bandlike” transport enabled by a large LUMO
bandwidth obtained for F2-TCNQ of 0.8 eV, which is twice as
large as the HOMO bandwidth for rubrene.
Sirringhaus529 summarized the design criteria for small-

molecule organic semiconductors with high mobility: a high
degree of crystallinity, short π−π stacking distances with an
extended π−π overlap in more than one spatial direction,
reduced formation of lattice defects, and suppression of thermal
lattice fluctuations. For the latter, the molecular design strategy
has been identified: the conjugated molecular core with side
chains along the long axis of the molecule was predicted to be
least susceptible to thermal fluctuations of the transfer integral,
leading to dynamic disorder.536 Driven by the recent success of
D−A copolymers, in which mobilities of over >10 cm2/(Vs)
have been demonstrated (Table 3), charge transport in FETs
based on D−A polar small molecules was also investigated. For
example, hole mobilities of up to 0.18 cm2/(Vs) were obtained
in 2D stacks of merocyanine dyes, with potentially higher
mobilities possible if larger crystalline grains were obtained.974

Polar photoconductive small-molecule materials have been
previously utilized in high-performance monolithic PR
materials,220 for which the requirement of high optical quality
was satisfied by utilizing amorphous glass phases formed by
such molecules (e.g. , DCDHF or ATOP deriva-
tives).347,740,975,976 Crystalline phases of such materials could

potentially serve as a resource for high-mobility polar small-
molecule materials.

9.2. High-Mobility Conjugated Polymers

A successful approach to achieving charge carrier mobilities
above ∼0.01 cm2/(Vs) in polymers has utilized semicrystalline
lamellar microstructures with edge-on polymer orientations, an
example of which are the benchmark polymers P3HT and
PBTTT with mobilities of up to ∼1.1 cm2/(Vs).529 However, a
breakthrough in achieving mobilities approaching those in
molecular crystals (Table 3) was brought by the development
of D−A polymers. These are typically copolymers with
alternating electron deficient and electron rich units along the
polymer backbone, which exhibit a low bandgap due to an
intramolecular CT transition between the donor and acceptor
moieties. This makes such polymers attractive both for OFET
and for solar cell applications. For reviews of D−A polymer
design, see refs 977−979.
Many successful D−A polymers are based on the electron-

deficient unit of diketopyrrolopyrrole (DPP), which is a highly
photostable red pigment widely utilized in paints. Hole
mobilities of >10 cm2/(Vs) have been demonstrated in many
DPP-based derivatives (Table 3). The key factor behind the
success of DPP polymers has been identified to be a coplanar
backbone conformation with minimal backbone torsion and
steric hindrance between the donor and acceptor conjugated
units.980 Several other aspects, however, need further studies.529

The outstanding questions include whether the electronic
interactions between the donor and acceptor units promote
closer π−π stacking, whether the face-on or edge-on orientation
of the backbone with respect to the substrate plane is
important, and how to predict design of the flexible solubilizing
chains to form low-energy, space-filling structures.
Other promising D−A copolymer classes include isoindigo-

(IID) and indacenodithiophene (IDT)-based copoly-
mers.978,980 For example, in PCDTPT and CDT-BTZ D−A
copolymers aligned using nanogrooved substrates, room-
temperature TFT hole mobilities of up to ∼22 and 53 cm2/
(Vs), respectively, were reported, depending on the channel
length and molecular weight of the polymer.591

In optoelectronic applications such as PR devices, which rely
on the optical quality of relatively thick (∼100 μm) films, the
utility of polycrystalline materials is limited. Additionally, in any
application, the level of morphology control necessary for
reproducible performance of polycrystalline films may limit
their technological feasibility (prompting, for example, an
extensive research804,805,981 into the electronic properties of
blends of high-mobility small-molecule materials with amor-
phous conjugated polymers). This makes high-performance
organic amorphous materials highly desirable. An interesting
example of such material is IDTBT (Figure 26).389 Because of
its planarized backbone, even in an amorphous phase, it
exhibited low energetic disorder (0.031 eV), which is

Table 5. Structural, Electronic, and Optical Properties of Selected TIPS-Pn Polymorphsa

Polymorph a (Å)b b (Å)b γ (deg)b π−π distance (Å)c Hole transfer integrals (meV)d Hole mobility (cm2/(Vs))e λabs,max (nm)f

I 7.68 7.77 81.46 3.30; 3.89 10.6; 17.9 2.4 (3.8max) ∼700
II 7.48 8.50 71.29 3.23; 3.65 34.3; −54.1 8.1 (11max) ∼670
III 7.56 9.02 65.23 2.82; 3.75 1.3; 18.9 0.058 (0.09max) ∼680

aData from ref 527. bCrystal structure and molecular packing parameters determined experimentally using GIXD. cObtained from molecular
mechanics calculations for two pairs of molecules in the a-b plane. dCalculated using DFT with a B3LYP functional with a 6-31G** basis for the
same two pairs of molecules in the a-b plane as in b. eAverage and maximal (in parentheses) hole mobility measured in TC/BG FETs (TC = top
contact; BG = bottom gate). fWavelength of maximal S0−S1 absorption.
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comparable to that in the crystalline phase (0.026 eV), FET
mobility of 1.5−2.5 cm2/(Vs), and near-ideal TFT current−
voltage characteristics.

9.3. Materials for Organic Solar Cells

9.3.1. Donor Materials. Desirable characteristics of donor
materials include absorption over a broad wavelength range,
high hole mobility, and suitable energy levels (such as high
triplet state energy). (For example, recently it was proposed
that materials with small singlet−triplet energy splitting such as
TADF materials, Section 2.7.2, offer enhancement in OPV
performance due to reduced recombination.372) Among most
successful donor materials for organic solar cells to date are
low-bandgap D−A copolymers (Table 8). With several blends
exhibiting PCEs of >10%, the requirement of the D−A

character as one of the key design guidelines for an OPV donor
has been established.206 In contrast to earlier polymer donor
materials such as P3HT, which required the D−A energy
offsets of >0.5 eV (corresponding to the D−A ΔLUMO of >0.8
eV, assuming the exciton binding energy of 0.3 eV) to drive
charge separation, the required energy offsets are considerably
reduced in blends with D−A copolymers, approaching 0
(corresponding to ΔLUMO of 0.3 eV) in, for example, DPP-
based copolymers.206 Comprehensive reviews of design of D−
A copolymers and of their structure−property relationships are
available (Table S1).977−979

Hachmann et al.982 introduced a computational screening
approach, based on the Schockley−Queisser model adapted for
OPVs.983 They identified building blocks promising for donor
materials, which include [1,2,5]-thiadiazolo[3,4-C]pyridine,

Figure 27. Donor materials for high-performance organic solar cells. See Table 8 and the discussion of their properties in the text.
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pyridine, benzothiadiazole, silacyclopenta-2,3-diene, and 2H-2-
silaindene.
Small molecules have advantages of high purity, definite

molecular weight, tunable electronic structures, and better
device reproducibility. PCEs of above 9% and around ∼7%
were achieved in several small-molecule BHJs and planar HJs,
respectively (Table 8). Small-molecule donors explored include
T-DPP-T-containing molecules, squaraine derivatives, oligo-
thiophenes, acenes, phthalocyanines, various push−pull mole-
cules,984−986 and molecules with a complicated D−A
architecture; see ref 987 for a recent review. Most successful
small-molecule donors for BHJs (Table 8, Figure 27) have
structures with alternating donor (D) and acceptor (A) groups.
For example, DRCNnT donors (exhibiting PCEs of up to
10.1% in BHJs with fullerene acceptors) feature an A-D-A
architecture (Figure 27). Another successful molecule p-

DTS(FBTTh2)2 (which served as the donor in BHJs with
fullerene and nonfullerene acceptors reaching PCEs of 9% and
5.4%, respectively) has a D1AD2AD1 architecture in which D1

(thiophene) and D2 (dithienosilole, DTS) are electron-rich and
A (fluorobenzothiadiazole) is an electron-poor fragment. In
planar HJs, PCEs of over 7% have been obtained in several
cases (Table 8). For example, an energy cascade system was
realized in a multilayer structure with three donor layers (DPT,
DBP, and rubrene) and a C60 acceptor layer, yielding a PCE of
7.1%.180 With a similar strategy relying on the energy-relay
cascade structure, a multilayer HJ featuring α-6T as the donor
and SubNc and SubPc as acceptors yielded PCEs of 8.4%,
among the highest in the nonfullerene organic solar cells.179

9.3.2. Acceptor Materials. Fullerene derivatives have
served as “universal” acceptors in most best-performance HJ
organic solar cells, with a variety of systematic structure−

Figure 28. Acceptor materials for high-performance organic solar cells. See Table 8 and the discussion of their properties in the text.
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property relationships studies focusing on the effects of
fullerene structure on charge carrier dynamics and PCE.
Considerable research efforts, both experimental and theoreti-
cal,364 have been devoted to understanding what exactly makes
fullerene derivatives such as PC61BM or PC71BM successful
acceptors compatible with a variety of polymer and small-
molecule donors (Table 8). Attractive properties of fullerenes
include high electron affinity, near-degenerate LUMO and low-
lying anion states,364 high electron mobility, and 3D charge
transport, as well as their ability to form nanoscale
morphologies in BHJs that favor charge separation. However,
they also have drawbacks including high costs, low absorption
in the visible wavelength range with limited opportunities for its
tunability, low stability with respect to oxidation, propensity for
chemical reactions with donors, and difficulties in maintaining
morphology over a long period of time. Therefore, efficient
nonfullerene acceptors are highly desirable and have been a
subject of intensive research. For example, Liu and Troisi364

proposed four molecular designs with quasi-degenerate
LUMOs and low-lying anion states. Various rotationally
symmetric structures and calamitic structures featuring a central
donor unit (D1), flanked by the other donor or acceptor unit
(D2 or A1), and terminal acceptor units A2 have also been
studied.988 For recent reviews of nonfullerene acceptors, see
refs 988−990. Most successful nonfullerene acceptors are based
on PDI and DFBI derivatives in BHJs and on SubPc and SubNc
derivatives in planar HJs (Table 8), yielding PCEs of up to 8.1−
8.3% and 8.4%, respectively.179,991 Zhong et al.991 achieved
PCEs of 8.3% in BHJs with a helical conjugated PDI oligomer
as acceptor and PTB7-Th donor, which they considered to be a
lower limit that can be surpassed by optimizing the donor
structure. PCE of 8.1% was achieved with a twisted dimer
acceptor DBFI-EDOT and PSEHTT donor, and the twisting
between the block elements has been named a promising
rational design strategy for efficient OPV acceptors (Figure
28).992 Hwang et al.993 recently reported a polymer acceptor
PNDIS-HD, which with a polymer donor PBDTT-FTTE
enabled PCEs of 7.7% in all-polymer solar cells.
Acceptor crystallinity has been cited as one of the important

characteristics promoting charge generation.72,73 For example,
formation of C60 crystallites with sizes of over 4 nm was linked
with improved charge separation in a HJ with the NPD
donor.72 Another important parameter that is affected by the
molecular design of the acceptor is the D−A separation. Large
D−A separations have been shown to reduce recombination
losses,37 for example by reduction of the back transfer from the
CT state to a low-lying triplet serving as a loss channel.372

9.3.3. High-Dielectric Constant Organic Materials.
Organic materials with high dielectric constant should have a
reduced exciton binding energy (in accordance with eq 26)
which promotes exciton dissociation and which makes them of
interest for optoelectronic applications relying on charge
photogeneration. A brief review of high-dielectric constant
organic materials, which feature dielectric constants of up to 15,
can be found in ref 994.
Leblebici et al.995 reported a 30% increase in IQE in planar

HJs containing C60 as an acceptor layer and a blend of BO-
ADMP with a highly polar small molecule CA as the donor.
Such blending enabled raising the dielectric constant from 4.5
to 10.8, depending on the CA concentration. Torabi et al.393

functionalized several PPV- and DPP-based polymers and
fullerenes394 with highly polar side groups and were able to

achieve dielectric constants of 5−6 without sacrificing charge
carrier mobilities.
Noone et al.996 examined charge generation and recombina-

tion in polymer BHJs with organic and inorganic acceptors
which provided a range of dielectric environments in polymer
blends. Tada et al.997 incorporated perfluorinated chains into
polythiophene and fullerene moieties and fabricated bilayer
P3HT/PCBM solar cells with an interfacial dipole moment of
tunable strength and direction, which resulted in the Voc
tunable between 0.3 and 0.95 V. Liu et al.395 tuned the
dielectric properties of polymer/fullerene blends by the
addition of salt LiTFSI, which enabled reaching static dielectric
constants as high as 145. Cho et al.998 included dipolar side
chains on PIDTT-DPP-based donor copolymers, which
increased the dielectric constant from 3.9 to 5.0, reducing
recombination and boosting the PCE in planar HJs with C60.

9.3.4. Ternary Blends. An alternative to the conventional
BHJ design of organic solar cell material is ternary BHJs, in
which an additional donor (D) or acceptor (A) molecule is
introduced into the standard, binary blends of donor and
acceptor, thus creating D1/D2/A or D/A1/A2 blends.

186,189,191

Such additions enable tuning of open-circuit voltage
(Voc)

999,1000 and can promote a variety of processes potentially
beneficial for the PCE, including FRET, cascade CT, and
parallel-like CT. Increased short-circuit currents (Jsc) due to
additional charge transport pathways and enhanced charge
photogeneration enabled by additives to the binary D:A blends
were reported in a variety of BHJs.182 For example, Lu et al.185

obtained a PCE of 9.2% in a ternary cell with PTB7-Th and
PID2 donor polymers and PC71BM acceptor. They achieved
high Jsc and FF (Table 8) enabled by enhanced light harvesting
(that utilized absorption by both polymer donors), efficient
energy transfer from PID2 to PTB7, enhanced hole mobility,
and reduced trap-assisted recombination.
The most efficient ternary blends to date utilize two polymer

donors or a polymer and a small-molecule donor (Table 8),
typically with a fullerene acceptor. An example of the latter
system is a blend of PC71BM acceptor with the D−A
copolymer PBDTTPD-HT and small-molecule BDT-3T-
CNCOO donors, in which PCEs of up to 8.4% were
achieved.1001 All-small-molecule ternary blends were also
demonstrated. For example, a ternary blend with BDT6T as
the donor and ICBA and PC71BM as acceptors exhibited PCEs
of up to 6.4%, which are higher than the PCEs of 5.7% achieved
in binary blends without ICBA and 3.0% without PC71BM.192

Also, PCEs of up to 8.5% were achieved in blends containing
two D−A copolymer donors and a nonfullerene (DBFI-
EDOT) acceptor.992

In spite of the high performance of many ternary blends
(Table 8), the routes of optimizing such blends to achieve high
PCEs are still under development. Mangold et al.724 examined
charge generation and recombination in polymer:polymer:ful-
lerene ternary blends using various mixtures of amorphous and
semicrystalline polymers. The authors concluded that the
crystalline polymer in the blend ensured efficient charge
generation and reduced nongeminate recombination. However,
the amorphous polymer in the blend was critical in achieving
higher Voc and FF. Therefore, optimized morphology featuring
amorphous and crystalline domains was necessary for the best
PCEs. Savoie et al.189 proposed a model that identifies the most
promising combinations of optical bandgap, ionization
potential, and composition of ternary blends. They provided
a guideline for an optimal bandgap of the third component of
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the blend, depending on the donor bandgap, ternary blend
architecture, and device thickness. It was predicted that
sensitized ternary blends (i.e., those with additional acceptors)
and “parallel-type” ternary blends (i.e., those with an additional
donor) are capable of PCE increases of ∼40% and 20%,
respectively, with respect to those in binary BHJ devices of
equal thickness. Mollinger et al.1002 systematically studied the
energy of CT states (ECT) in ternary blends and the role of CT
states in the tunable Voc depending on the blend composition.
They found that in systems with high miscibility and similar
morphology, the trends in ECT and Voc could be attributed to
changes in local environment. In contrast, in blends involving
semicrystalline, aggregating polymers, the origin of tunable Voc
was more complicated due to large contribution of morphology
into the Voc.
9.3.5. Kasha’s Rule Breaking Materials. A potentially

interesting idea is to utilize Kasha’s rule breaking materials in
optoelectronic devices. According to Kasha’s rule, in organic
optical materials, fluorescence occurs from the excited state
with lowest energy.1 This rule generally applies to most
molecular materials and manifests, for example, in an excitation
wavelength-independent PL spectrum. It also implies that,
upon excitation of a higher-energy state, a picosecond time-
scale internal conversion back to the lowest excited state occurs.
This makes it difficult to utilize the excess energy in boosting
either efficiency or the working wavelength range of
optoelectronic devices. Rare exceptions to the Kasha’s rule
include molecules such as azulene, in which the upper excited
states are more closely spaced than the energy gap between the
lowest excited state and the ground state and which exhibit
intense S2−S0 fluorescence.1003 A review of several classes of
Kasha’s rule breaking materials can be found in ref 1004.
Kasha’s rule breaking has recently been reported in α-6T

encapsulated in SWCNTs.1005 This extended the emission to
visible wavelengths, previously not achieved in a dye-nanotube
system, making the system promising for photonic applications.
Charge and energy transfer from higher excited states of
azulene to C60 and porphyrin derivatives has been extensively
studied by Steer and co-workers.1003,1006−1011 For example, S2−
S2 energy transfer from an azulene donor to the zinc porphyrin
acceptor was demonstrated, and its utility in molecular logic
gates was discussed.1003 Recently, an efficient electron injection
from vibrationally hot azulene derivative donor to TiO2
nanoparticles was demonstrated,1012 which opened up a
possibility of capturing hot electrons without vibrational
dissipation in PVs, potentially offering an additional strategy
for improving PCEs. A recent review of the organic−inorganic
materials exhibiting hot electron transfer can be found in ref
1013.
9.3.6. Hybrids with Graphene and Carbon Nanotubes.

The potential of polymers doped with carbon nanotubes
(CNTs) has been explored in PVs, in PR materials,1014 and in
FETs.556 Yu et al.556 obtained more than a factor of 20
enhancement in hole mobility when 1 wt % of boron-doped
CNTs was added to a semiconducting polymer PDVT-10,
reaching 7.2 cm2/(Vs) in FETs on flexible substrates.
Qualitatively similar effects were obtained with other polymers,
including P3HT-, PBTTT-, and DPP-based copolymers.
Ham et al.1015 observed efficient exciton dissociation at the

P3HT/SWCNT interfaces, and the planar HJ devices exhibited
up to 2 orders of magnitude higher efficiencies per nanotube
than polymer/nanotube BHJs. The inefficient BHJs were
attributed to incomplete polymer dispersion, which resulted

in the formation of polymer aggregates and tube−tube
junctions.
Arnold et al.1016 utilized polymer-wrapped CNTs with SnPc

and C60 acceptors in broad-band photodetectors with spectral
response at <400 nm to 1600 nm. The use of CNTs enabled
extension of the range of sensitivity to near-IR wavelengths,
resulting in IQEs of 44% at 1155 nm.
Graphene and its derivatives, such as graphene oxide (GO)

and reduced graphene oxide (rGO), have received considerable
attention in the organic optoelectronics community. Their
utility as an anode replacement (e.g., as an ITO substitute),
cathode material, hole transport interlayer (e.g., as a
PEDOT:PSS replacement) or electron extraction interlayer,
and electron acceptor in BHJ solar cells and PR materials1017

has been demonstrated, and challenges have been identified.
For example, increasing the transparency and decreasing the
sheet resistance of graphene films are necessary to improve
their performance as electrodes. A better control over its work
function, for example by doping, is needed for applications of
graphene as a cathode material. Improving the miscibility is
necessary for its use as an electron acceptor in blends. For a
detailed overview, see the recent reviews in refs 1018 and1019.

9.3.7. Organic−Inorganic Hybrid Materials and Inter-
facial Phenomena. Utilizing the best qualities of organic and
inorganic materials in high-performance optoelectronic devices
is one of the most promising long-term strategies for organic
optoelectronics. For example, the use of inorganic oxides as
interlayers in inverted OPVs has boosted the OPV performance
and enabled tunable energy level matching between the
inorganic electrode and organic active layers (Sec-
tion11.1.2.1).1020 Kim et al.1021 demonstrated PCEs of up to
10.5% in tandem cells combining polymer:fullerene and a-Si:H
cells (Table 8), each of which had PCEs of <8% in a single-
junction device. The performance of several organic−inorganic
hybrids in solar cells, with PCEs of up to ∼13−14%, and PR
devices is included in Tables 8 and 7, respectively.
Theoretical efforts aiming to understand organic/inorganic

hybrid materials using DFT, MBPT, GW (all for charged
excitations), and BSE (for neutral excitations) and current
challenges for ab initio methodologies are summarized in ref
1022. Renshaw and Forrest1023 modeled exciton and charge
transport in organic/inorganic planar HJs and derived a diode
equation describing J−V characteristics in such devices. The
model invokes a hybrid CT exciton in which the polaron in the
organic layer is localized whereas the charge carrier in the
inorganic layer is delocalized over many lattice ions. In a
companion publication, Panda et al.1024 validated this
description by modeling experimentally measured J−V
characteristics in several HJs.
Panahandeh-Fard et al.1025 combined ultrafast spectroscopy

with DFT to show the coexistence of subpicosecond electron
and hole transfer at the GaAs/P3HT interface, which generated
long-lived (>1 ns) hybrid interfacial states. Ambipolar CT has
been observed in organic−organic HJs as well115 and is a
potentially promising concept for optimization of PCE in all-
organic or hybrid devices. Recent advances in understanding
ultrafast CT dynamics at organic/inorganic interfaces is
summarized in ref 1013. Caplins et al.1026 used TR-2PPE
spectroscopy to observe quantum beats at metal/organic
interfaces due to high-order Rydberg states (or image-potential
states, IPS) that form at the interface due to the potential
resulting from the image force. In CoPc/Ag(100) and NC-Ph4-
CN/Ag (111), the beats persisted at >1-ps time-scales
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suggestive of long-lived coherence of electronic origin. Racke et
al.1027 applied core-hole clock spectroscopy to observe changes
in ultrafast charge carrier dynamics in ZnO films upon
adsorption of C60 molecules. They demonstrated that such
adsorption strongly suppressed carrier delocalization in ZnO,
changing the 0.4 fs delocalization lifetime to 30 fs.
A common approach to achieving desirable optoelectronic

properties in hybrid materials combines advantages of polymer
processability with high-mobility and tunability of optical
properties of inorganic nanocrystals (NCs), as discussed in
recent review articles.1028−1031 NCs and QDs have been utilized
as acceptors in BHJs with a polymer donor to enhance the
absorption and dielectric constant1031 and in planar HJs with a
SF-efficient donor to dissociate triplet excitons,23,411 as well as
sensitizers in PR materials to extend the sensitivity to near-IR
wavelengths (Table 7).1032,1033 Noone et al.996 observed that in
polymer:NC blends the photoinduced polaron lifetimes were
an order of magnitude longer than in blends with PCBM.
Bansal et al.1034 studied photoinduced charge carrier dynamics
in blends containing a polymer (P3HT, MEH-PPV, or various
D−A copolymers) and CdS nanocrystals. The study established
that acceptor crystallinity promotes charge delocalization, thus
reducing the energy requirement for charge separation, a
conclusion similar to that for organic−organic HJs (Section
3.3). However, the exciton binding energies were considerably
lower (by several tens of eV) in organic−inorganic HJs as
compared to organic−organic HJs. Yang et al.411 demonstrated
a solution-processed TIPS-Pn/PbS NC bilayer solar cell with a
PCE of up to 4.8%. In these devices, the PbS NCs promoted
dissociation of triplet excitons generated by the SF in TIPS-Pn.
Most NCs utilized in organic−inorganic hybrid optoelec-

tronic composites involve toxic Cd- or Pb-based materials, and
switching to low-toxicity earth-abundant materials such as FeS2,
Cu2S, CuO, etc. is one of the important current research
efforts.1031

Another potentially important approach that utilizes proper-
ties of inorganic materials in organic devices relies on
harnessing plasmonic interactions to enhance light absorption
in OPVs or light outcoupling in OLEDs. For example, Kulkarni
et al.1035 deposited an OPV benchmark blend, P3HT:PCBM,
on a substrate with Ag nanoprisms and obtained a factor of 3
increase in photoinduced polaron yield. The effect was
attributed to an increased optical path length due to enhanced
light scattering and to the plasmonic near-field absorption

enhancement. Additional examples are given in Section
11.1.2.4.

9.4. Naturally Derived and Other H-Bonded Materials

Over the past ∼5 years, there has been a considerable research
effort focusing on sustainable, natural product-derived materials
for organic electronics.1036 These include biodegradable and
biocompatible substrate materials (e.g., polyester elastomers),
dielectric and electrode materials, and plant- or animal-derived
active layers; see recent reviews (Table S1).1037−1039 Examples
of the latter include carotenoids, porphyrins, and anthraqui-
none derivatives, with the most successful examples being the
indigo and Tyrian purple dyes,1038,1040,1041 as discussed below.
The success of these derivatives of natural origin, and with
unconventional molecular structure (Figure 29), represents a
change from the traditional requirements of an organic
semiconductor molecule to necessarily possess a fully π-
conjugated core, instead shifting the focus toward the
importance of H-bonding for photophysics and molecular
packing.
Conjugated molecules are ubiquitous in nature, constituting

many natural pigments that have been used in art, wood
staining, textile dyes, etc. over the centuries.1037 However, the
pigments utility as organic semiconductors had been limited
until very recently1042,1043 (although there had been some early
work on photophysics and charge carrier dynamics in
carotenes1044 and chlorophyll1045). The recent success of
naturally derived indigo and other H-bonded dyes and
pigments as organic electronic materials has been named a
“paradigm shift in molecular electronics design”.1038 These dyes
exhibit high stability to heat degradation and chemical oxidation
(which prompts their utility as textile dyes), and they possess
long-range order and exhibit remarkable photophysics due to
both intra- and intermolecular H-bonding. Recent work of
Sariciftci and co-workers1037,1039,1042,1043,1046−1049 presents
evidence that H-bonded building blocks, such as indigoids
(derived from indigo dye obtained from Indigofera tinctoria and
Isatis tinctoria plants and traditionally used for coloring blue
jeans), may offer good optoelectronic performance and stability
in spite of lack of intramolecular conjugation. These materials owe
their performance to intermolecular order that promotes charge
delocalization resulting in enhanced charge transport proper-
ties. For example, the electron and hole mobility of 0.3 cm2/
(Vs) was reported in OFETs of Tyrian purple, a 6,6′-

Figure 29. Examples of pigments utilized in organic electronics that were originally derived from (or feature building blocks originally derived from)
natural products.
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Table 6. Chemical Structures of Sensitizers, Photoconductors, Plasticizers, and NLO Chromophores Utilized in High
Performance PR Polymer Composites
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dibromoindigo pigment originally derived from sea snails and
shellfish, and a hole mobility of 1.5 cm2/(Vs) was demonstrated
in epindolidione, a structural isomer of indigo used as a yellow
colored toner for printing.1042 Furthermore, PCEs of up to
8.2% were obtained from D−A BHJ OPVs with indigoid
donors and fullerene acceptors.1050 The high performance of
these dyes is coupled with high stability in air;1042 for example,
no degradation in Tyrian purple diode performance was
reported after at least a month of continuing operation in air,
and no degradation of epindolidione OFET was observed for at
least 140 days of operation in air.1039

Another successful naturally derived building block is H-
bonded DPP pigments. These have been used extensively in
outdoor and automotive paints (e.g., in “Ferrari Red”), and they
exhibited ambipolar transport in OFETs with mobilities of up
to 0.06 cm2/(Vs).1043 As discussed in Section 9.2, the DPP-
based D−A copolymers exhibit charge carrier mobilities of >10
cm2/(Vs), at least 4 orders of magnitude higher than those in
traditional conjugated polymers (e.g., PPV derivatives) and on-
par with molecular crystals.1052

Finally, some derivatives such as quinacridone (derived from
naturally occurring acridone and widely used as a magenta
colored toner for printing), in addition to ambipolar charge
carrier mobilities of ∼0.1 cm2/(Vs),1042 exhibited extraordinary
photoconductive properties: an EQE of 10% was obtained in a
single-component diode (ITO/PEDOT:PSS/quinacridone/
Al), which is 3 orders of magnitude higher than that in Pn
films in a similar device geometry.1046 The high EQE achieved
was attributed to efficient formation of CT excitons with low
binding energy, which has been cited to be a common feature
of H-bonded pigments.1048 This is promising because of the
abundance of such pigments,1053 which represent a largely
unexplored resource for organic optoelectronics.
H-bonds have been recognized to be ideal noncovalent

interactions to construct supramolecular architectures, since
they are considerably stronger than van der Waals inter-
actions,1039 and they are highly selective and directional: 1D,
2D, and 3D H-bonding-driven molecular assemblies have been
demonstrated.815,1051 For example, indigo and Tyrian purple
(Figure 29) pigments are planar molecules with strong
intermolecular H-bonding; each molecule H-bonds to four
neighbor molecules. This produces highly crystalline vacuum-
deposited films in which the structure is a result of the interplay
between intermolecular H-bonds and π−π stacking inter-
actions. The synergy of H-bonding and π−π interactions has
been utilized in formation of high-mobility polymer fibers for
OFETs, ordered D/A stacks for OPVs, J-aggregates for light-
emitting devices, etc.815 Control over pigment crystallization
into macroscopic-size crystals and control over polymorphism
are not simple, and they depend on the nature of the
underlying substrate1049,1054 and on the exact mechanism of
molecular assembly.815 This problem was tackled in ref 1049,
and three ways of reproducing the molecular assembly into
ordered crystalline structures were proposed. All three
approaches use a protection/deprotection mechanism, in
which functionalization with the protection group (t-butox-
ycarbonyl, or t-Boc) temporarily disables H-bonding, creating a
latent pigment. It is then again enabled, in a controlled manner,
by removal of the protecting groups (“deprotection”) using a
thermal cleavage, an acid catalyzed reaction, or a substitutional
reaction with amines. These methods facilitated formation of
several micron-size crystallites in a wide variety of pigments
tested, which led to enhanced charge transport and photo-

generation properties. Moreover, this enabled control over
polymorphism, which is important, as some pigments
(including a well-known CuPc) exhibit up to 5 polymorphs.1038

H-bonded structures are not limited to materials of a particular
class and have utilized oligomers, polymers, nanoparticles, and
D/A cocrystals;1055 see the comprehensive review by Gonzalez-
Rodriguez and Schenning.815

9.5. Photorefractive Organic Amorphous Materials

There are several classes of PR organic amorphous materials,
which include polymer composites, amorphous glasses, fully
functionalized materials, polymer-dispersed liquid crystals
(PDLCs), and other LC-containing materials. Detailed
discussions of the materials of each class developed before
2004, with tables summarizing their performance, can be found
in ref 220. More recent developments were reviewed in refs
628, 629, and 664. Development of PR ferroelectric LCs was
summarized in ref 1056. Here the discussion will be limited to
the best-performing polymer composites and glasses, arbitrarily
defined as those with 2BC gain coefficients above 150 cm−1

and/or diffraction efficiencies above 50%, reported since 2005.
The most common composition of the best PR polymer

composites is ∼40−60 wt % of a photoconductive polymer to
provide sufficient density of charge transport sites, ∼25−35 wt
% of a NLO chromophore to ensure a sufficient electro-optic
response, ∼15−30 wt % of a plasticizer to facilitate
chromophore orientation by lowering Tg of the material, and
a small amount of a sensitizer to assist in charge generation.
Examples of these constituents are shown in Table 6, and the
properties of the best-performing PR polymer composites are
summarized in Table 7.
Over the past decade, research efforts have focused on

developing new sensitizers628,685,1057 and photoconductive
polymers1058,1059 for PR composites. In the case of the
sensitizers, the challenges include (i) promotion of charge
photogeneration efficiency to increase the rate of PR grating
formation without increasing the density of deep hole traps
and/or (ii) extension of the PR response into the IR
wavelength region (e.g., toward telecommunication wave-
lengths of ∼1.3 and 1.55 μm). (It should be noted that
because of a low sensitizer concentration in typical PR
materials, the improved charge photogeneration efficiency
must not rely on the crystallinity of the acceptor, in contrast
to organic solar cells that often take advantage of this property,
unless large enhancements can be obtained with nanocrystalline
acceptor domains.)
Many earlier PR polymer composites relied on fullerene

derivatives as sensitizers, which promoted charge generation
efficiency as a result of the fullerene forming a CT state with
the polymer.220 However, cw illumination of the PR composite
may result in considerable accumulation of long-lived fullerene
anions that serve as hole trapping and/or recombination
sites632 that reduce charge carrier mobility and lead to
illumination history dependence of the PR performance.
While this effect is not limited to fullerene sensitizers,685,1060

and its extent depends on the properties of other constituents
(such as the HOMO energies of the NLO chromophores603),
nonfullerene sensitizers provide an opportunity to enhance the
performance and eliminate this origin of irreproducible device
performance. For example, Ditte et al.1057 reported that a
standard PVK:5CB-based PR composite sensitized with a
nonfullerene sensitizer DiPBI outperformed that with PCBM,
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exhibiting an increase in the PR grating formation speed by a
factor of ∼39 due to a ∼ 100 enhancement in the photocurrent.
For a detailed discussion of sensitizers, see ref 628. Briefly,

nonfullerene sensitizers include fluorene-based molecules (e.g.,
TNF in Table 6), metal-containing complexes (e.g., phthalo-
cyanine derivatives685), perylene bisimide (PBI) derivatives,1057

graphene- and CNT-based additives,1014,1017 and inorganic
semiconductor QDs and nanocrystals.1032,1033,1061 The latter,
for example, enabled a strong PR response at 1.3 and 1.55
μm.1032,1033,1061 Such an IR response with organic sensitizers
thus far has been achieved only via pulsed PR grating recording
utilizing two-photon absorption (TPA) with a TPA dye acting
as a sensitizer.1062

The trade-off between the PR steady-state performance and
the dynamics of the PR grating formation and erasure (“PR
speed”) is a well-known issue, which originates from reliance of
high 2BC gain and diffraction efficiency on space-charge field
formation enabled by charge traps that could at the same time
be detrimental for charge transport (Section 6). Because the
charge trap density dramatically depends on the photophysics
and concentration of the sensitizer, the requirement of high
charge generation efficiency (enabled by the sensitizer) must be
balanced by the requirement of high charge carrier mobility
(impeded by the sensitizer-induced charge traps), and by the
requirements for optimal trap densities dictated by the desirable
steady-state 2BC gain or diffraction efficiency. As a result, it is
commonly observed that better steady-state performance is
achieved at different sensitizer concentrations than those
required for the fastest dynamics.685,686,1057 Nevertheless,
diffraction efficiencies of >80%, coupled with sub-100-ms PR
grating formation speed, have been demonstrated in several
polymer composites (Table 7), which enables holographic
applications relying on the video-rate recording (Section
11.3.1).
One of the major factors limiting the PR speed has been a

low hole mobility in polymers utilized in earlier PR polymer
composites (e.g., μ ∼ 10−7−10−6 cm2/(Vs) in PVK). Therefore,
a significant improvement in the PR speed was obtained with
polymers exhibiting higher mobilities such as TPD and PTAA
or PDAS derivatives (10−5−10−4 cm2/(Vs) and 10−4−10−3
cm2/(Vs), respectively). For example, Salvador et al.1063

observed a factor of 250 higher PR speed in the PF6-TPD-
based composite as compared to that based on the PVK.
Internal diffraction efficiencies of ∼50% were achieved within
∼10−20 ms in PTAA- and PF6-TPD-based PR composites at
∼0.45 W/cm2 cw 532 and 830 nm excitation, respectively, at
moderate electric fields (45 and 57 V/μm).686,1063 A 56%
internal (35% external) diffraction efficiency was observed with
a response time of only 300 μs using holographic recording
with a single 1-ns, 532-nm pulse in a PATPD-based PR
composite.1064

Regardless of challenges and of relatively low-performance
photoconductive polymers which constitute the basis for
current PR polymer composites, remarkable progress in PR
polymer-based device technologies has been achieved (Section
11.3). Recent development of polymers with mobilities above
10 cm2/(Vs) (Table 3) (including amorphous polymers with
mobilities above 1 cm2/(Vs))389 represents an exciting
opportunity to further boost the PR speed, especially in the
near-IR wavelength region. Because the PR material has to
possess high optical quality, of special interest are high-mobility
amorphous low-disorder polymers389 and, possibly, polymers in
which charge transport relies on interconnectivity of nano-T
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crystalline domains rather than long-range order achieved with
large crystallites.1065 Additional opportunities include develop-
ment of nonfullerene sensitizers following guidelines similar to
those outlined for highly efficient solar cells (Section 9.3.2) and
an incorporation of interlayers that could potentially enhance
local electric fields (Section 11.1.2.1).
9.6. Summary

Remarkable understanding in molecular design of organic
optoelectronic materials has been achieved in the past several
years, enabling impressive charge carrier mobilities of >10 cm2/
(Vs) and the OPV performance with PCEs > 8%. These
achievements should also enable design of novel PR organic
materials with considerably faster dynamics of PR grating
formation, which is awaiting realization. Design strategies have
been formulated for several classes of materials depending on
their function in the (opto)electronic device, as summarized in
relevant parts of this section. Several nontraditional approaches
highlighted in this section have not yet reached their full
potential. Nevertheless, these are important for the develop-
ment of next-generation optoelectronic materials, possibly
utilizing synergy of organic and inorganic materials (see also
Section 11.1.2) and distinct physical mechanisms (such as hot
electron transfer), as well as molecular design strategies
compatible with sustainable practices and green chemistry.

10. EFFECTS OF STRUCTURE AND MORPHOLOGY,
FABRICATION, AND PROCESSING

10.1. Structure and Morphology

The crystallinity, morphology, and particular aspects of the
microstructure of organic films are among the key factors that
determine the (opto)electronic performance of organic semi-
conducting films. Several examples were discussed in previous
sections. In this section, selected additional examples of recent
computational and experimental efforts, particularly those with
strong and clear manifestation of structure or morphology-
related effects, are briefly discussed. For excellent comprehen-
sive reviews of film structure characterization and correlations
between structural and charge transport properties or OPV
characteristics, see refs 846, 1074 and 1075.
Crystallinity has been one of the key factors enhancing

(opto)electronic performance both in small-molecule and in
polymer-based devices. In small-molecule FETs, higher
mobilities are obtained in single crystals as compared to films
(Table 3). In BHJs, crystallinity has been linked to enhanced
charge photogeneration efficiencies.206,300 For example, in
NPD:C60 BHJs, the delocalization of the CT state was
promoted by the nanoscale fullerene crystallinity.72 In
polymer-based BHJs, the acceptor crystallinity reduced the
required driving energy (thus, the required D−A energy offset)
for charge separation.206 Various aspects of crystallinity (such as
band structure, particular packing motif, enhanced photo-
stability,35,1076,1077 etc.) can play a role in determining exciton
and charge carrier dynamics. In polycrystalline films, relative
orientations of crystallites,746,1078 their size, and the relative
volume of crystalline and amorphous domains724,1065 determine
the (opto)electronic properties of resulting films.
10.1.1. Crystalline Small-Molecule Materials. Molecular

packing profoundly affects intermolecular interactions, which
then dictate intermolecular charge and energy transfer and
exciton and charge carrier delocalization. Molecular size,
rigidity, and/or the size and the nature of solubilizing groups
(e.g., TES, TIPS, etc. in R-Pn) determine the packing motif, the

interaction with the substrate surface, and the solubility, which
in turn influence domain size and phase segregation.846 The
most common examples of intermolecular interactions that
contribute to molecular packing are the π−π and C−Hπ
interactions, commonly found in acene and thiophene
derivatives. Other interactions that have been used in molecular
crystal engineering are F−F and F−S (e.g., in fluorinated ADT
derivatives such as diF R-ADT), and S−S in, for example,
hexathiapentacene and sulfur-substituted perylene deriva-
tives.1074 Another important strategy for directional molecular
packing utilizes H-bonding.815,1079

The requirements for the packing motifs depend on the
application. For example, in functionalized Pn derivatives (such
as R-Pn), in which packing is controlled by the side groups R,
the derivatives with the 2D “brick-work” π-stacking yielded
FET performance superior to R-Pn derivatives exhibiting other
types of packing.956 As can be appreciated from Table 3, most
high-mobility small-molecule organic semiconductors exhibit
either herringbone or 2D “brick-work” packing, with close π−π
stacking distances. In polycrystalline films, the best charge
transport characteristics are obtained in morphologies featuring
well-aligned and well-connected large crystalline grain-
s.779,1080On the other hand, the cyano-substituted R-Pn
derivatives with a 1D “sandwich-herringbone” packing exhibited
a considerably better performance as acceptors in BHJs with
the P3HT donor as compared to derivatives with the 2D “brick-
work or 1D “slip-stack” packing.957 Finally, for R-Pn derivatives
optimized for the SF, slip-stack configurations with shifts of
one-two rings along the long axis and one ring along the short
axis of the R-Pn molecule are desirable.160

Several studies reported systematic assessment of the
electronic properties of a single compound when the molecular
packing is gradually tuned. Giri et al.538 tuned the π−π stacking
distance in TIPS-Pn films using solution shearing. The authors
were able to decrease the closest π−π stacking distance from
3.33 to 3.08 Å (resulting in a 3-fold increase in the transfer
integral), accompanied by the (101) d-spacing decrease from
7.7 to 7.2 Å and the (010) d-spacing increase from 7.8 to 8.1 Å
at the highest shearing speeds. The charge carrier mobility was
not monotonic with these changes, and the maximal value of
4.6 cm2/(Vs) was achieved at the intermediate values of these
spacings, in part due to the formation of smaller and less
oriented crystallites at higher shearing speeds. The authors
subsequently demonstrated953 that this method enables
selection of specific TIPS-Pn polymorphs, some of which
exhibited hole mobilities of up to 11 cm2/(Vs) (Table 5).
Reyes-Martinez et al.1081 fabricated rubrene single-crystal FETs
on an elastomeric parylene gate dielectric and studied FET
mobility in response to mechanical deformation of the
elastomer. The found a linear relationship between the mobility
and both the tension and compression, with mobility increasing
by a factor of ∼2 when the intermolecular distance (d-spacing)
decreased. For additional discussion of charge transport in
organic devices on flexible substrates, see ref 1082.
In spite of the developments in methods for controlling

molecular packing in crystalline materials, ensuring reproduci-
bility in the crystalline film microstructure, especially in scale-up
approaches, is difficult. One of the promising solutions
combines high charge carrier mobilities of small-molecule
organic semiconductors with film processability of amorphous
polymers, in small-molecule:polymer blends.804,805,981 Mobility
of up to 43 cm2/(Vs) was observed in a C8-BTBT:PS blend,
and mobility in blade-coated diF TES-ADT:PS blends
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surpassed that achieved in diF TES-ADT crystals (Table
3).571,576 In diF TES-ADT:PTAA and TIPS-Pn:PTAA blends,
morphology-independent charge transport was observed in
TFTs, attributed to formation of highly conductive grain
boundaries.804 Evolution of the charge transport characteristics
of the diF TES-ADT blend upon addition of the PTAA
polymer can be appreciated from Figure 30, which shows

mobility measured in TFTs (a) and trap depth (EA) and
distribution width (kT0) extracted from Arrhenius fits to the
temperature dependence of the TFT characteristics (b).805

Addition of PTAA resulted in the formation of deeper traps,
but yielded lower trap distribution widths, an optimal
combination of which (at 50 wt % of PTAA) yielded mobilities
higher than those in pristine diF TES-ADT films prepared
under similar conditions. This highlights blending with
polymers as one of the means to decrease the energetic
disorder associated with the heterogeneous environment of
small-molecule polycrystalline films. An example of a
spectroscopic study of blend composition-dependent molecular
aggregation and the resulting photoconductive properties of
small-molecule:polymer (diF TES-ADT: PMMA) blends can
be found in ref 108.
10.1.2. Polymers. Noriega et al.1065 proposed a classi-

fication of conjugated polymers into three classes based on
their microstructure and crystallinity. They defined the
paracrystallinity parameter g as the standard deviation of
cumulative static lattice fluctuations normalized by the average
value of the lattice spacing. With this definition, g < 1%
corresponds to highly crystalline materials (e.g., 0.9% in TIPS-
Pn, Table 3), whereas g > 10−20% are characteristic of

amorphous materials. Then, the three classes are (i) semi-
crystalline conjugated polymers (e.g., P3HT or PBTTT) that
form extended crystalline aggregates (g < 10%) with FET
mobilities of 0.1−1 cm2/(Vs) and π−π stacking distance
variation causing energetic disorder with the trap depth and
width of trap distributions of 72 ± 24 meV; (ii) polymers with
smaller, but well-connected aggregates (g = 10−15%), with trap
distribution comparable to that in semicrystalline polymers of
class (i); and (iii) amorphous polymers, with no aggregate
formation, low mobilities (<0.1 cm2/(Vs)), and deeper traps
with wider trap distributions with energies of 230 ± 100 meV.
High-mobility D−A copolymers are the prominent examples

of class (ii). In these materials, charge transport is enabled by
efficient interchain charge transfer in aggregates and domain-to-
domain percolation, resulting in charge carrier mobilities of
over 10 cm2/(Vs) (Table 3). This arrangement makes charge
transport relatively insensitive to the microstructure of the
amorphous regions of the films. Additionally, the large size of
the conjugated molecular repeat units and close π−π stacking
distances make the interchain charge transfer integrals less
sensitive to the π−π stacking disorder. In these polymers the
charge carrier mobility can be further improved by chain
alignment. For example, Tseng et al.562 used a nanogrooved
substrate to facilitate growth of highly aligned densely packed
fibers of PCDTPT. FET mobilities of up to 23.7 cm2/(Vs)
were demonstrated, which is an order of magnitude higher than
those in FETs with nonpatterned substrates, without polymer
alignment.

10.1.3. Donor−Acceptor Bulk Heterojunctions. Estab-
lishment of the optimal morphology for D/A BHJs has been a
subject of intensive research, both computational (Section
3.2.2) and experimental; see a recent comprehensive review by
Huang et al.1083

Maturova ́ et al.271 combined numerical modeling of charge
transport and morphology of polymer:fullerene BHJs. They
concluded that to achieve the best J−V characteristics, a phase
separated morphology with feature sizes smaller than 50 nm is
most optimal, as it supports efficient charge transport while
reducing bimolecular recombination. The length scale of ∼10
nm to match the typical exciton diffusion length has been
considered an optimal domain size. However, with this
requirement, it is difficult to also achieve good connectivity
to electrodes to ensure optimal charge extraction.639 Therefore,
alternative morphologies have been examined; for example,
Lyons et al.274 used Monte Carlo modeling to establish the
effects of domain size, purity, and interfaces on the OPV
performance. They showed that the domain purity is important
for good connectivity to the electrodes, and the quality of the
interface plays a significant role, so that well-connected 4-nm-
sized domains with sharp boundaries outperformed impure 10
nm domains with broadened interfaces.
Burke and McGehee273 emphasized the importance of a

three-phase morphology in BHJs containing donor, acceptor,
and mixed D/A domains. Through kinetic Monte Carlo
modeling of polymer:fullerene BHJs, they established that if
the local charge carrier mobility is not high enough and/or the
CT state is short-lived, then the three-phase structure with an
energy cascade for either the electron or the hole increases the
probability of charge separation and leads to high IQEs of BHJ
solar cells. Westacott et al.1084 combined measurements of
transient absorption and optical absorption and PL spectros-
copy with various techniques for structure and morphology
characterization in P3HT:PCBM BHJs and P3HT/PCBM

Figure 30. (a) Saturation and linear mobility in TFTs of small
molecule:polymer (diF TES-ADT:PTAA) blends (over at least 10
devices) depending on the blend composition. (b) Trap depth (EA)
and distribution width (kBT0) in pristine diF TES-ADT and PTAA and
their blends with various diF TES-ADT contents. Adapted with
permission from ref 805. Copyright 2014 Wiley-VCH.
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planar HJs prepared using different protocols. They concluded
that the intermixed D/A phase is important for exciton
quenching and charge generation, but highlighted the critical
importance of its coexistence with phase-pure regions, the
degree of which can be controlled by the molecular weight of
the polymer.
Li et al.1085 examined the film morphology of BHJs

containing PCBM- and DPP-based D−A copolymers (e.g.,
PDPPTPT) with varying lengths of solubilizing chains. The
blends formed an extended polymer fibrillary network with
fibril width depending on the derivative, which was correlated
with the EQE. The authors concluded that short side chains
and high molecular weight provide the best morphology, with
the fibril width of <12 nm, enabling higher probability of
excitons diffusing to the D/A interface and more than a factor
of 2 improvement in PCE as compared to other derivatives.
Guo et al.398 studied the effects of polymer crystallinity in

BHJs of D−A copolymers (based on the PBDTTT core
functionalized with various side groups) and PCBM. In this
work, the ultrafast spectroscopy and optical absorption and
time-resolved PL measurements were combined with GISAXS
and AFM characterization. The authors concluded that higher
polymer crystallinity hindered charge separation in these blends
and argued that delocalized interchain excitons in these
polymer donors did not lead to ultrafast charge generation.
Instead, ultrafast charge separation was attributed to a high
density of fullerene states energetically aligned with the donor
states at the D/A interface. In another example, in AnE-PV
copolymer-based ternary blends with PCBM, the polymer
crystalline phase was found to be critical for efficient charge
generation and suppressed nongeminate recombination.724

Hwang et al.1086 developed n-type NDI/PDI-selenophene
random copolymers with FET mobilities of up to ∼0.1 cm2/
(Vs), with the highest values obtained in more crystalline
samples with smaller π−π stacking distances. When serving as
acceptors in BHJs with the PBDTTT-CT donor, the highest
PCE of 6.2% was obtained at an optimal bulk crystallinity of the
acceptor polymer (quantified by the average crystalline domain

size Lc determined from the XRD), determined to be Lc = 5.1
nm. The AFM and TEM studies of these blends revealed a
phase-separated, interconnected microstructure with ∼20 nm
domains.
10.2. Fabrication and Processing

Methods that enable enhanced crystallization and/or desired
microstructure include optimization of the solvent, substrate
surface treatment,1080,1087 the use of additives,638 blend
composition, thermal and solvent vapor annealing, etc. (Table
S1). Recent advances in solution processing methods were
reviewed in refs 1088, 1089 (OFETs) and 1090, 1091 (BHJs).
In this section, selected recent efforts are highlighted.
Diemer et al.1092 demonstrated a vibration-assisted crystal-

lization technique which improved charge carrier mobilities in
functionalized Pn and ADT TFTs by a factor of 2−4 due to
reduced charge trap density at the organic/gate dielectric
interface. Yuan et al.576 proposed an off-center spin-coating
method which promoted formation of highly aligned crystalline
grains. The method yielded the C8-BTBTB:PS TFTs with
average hole mobilities of 25 cm2/(Vs), with a maximal
observed value of 43 cm2/(Vs).
Ma et al.1093 used solution shearing to manipulate the relative

molecular orientation in polymer:fullerene BHJs. Using
polarized soft X-ray scattering, the authors showed that slower
solution-shear speed promoted the face-to-face molecular
orientations of the polymer and argued that the technique
should be applicable to any two-component system in which at
least one of the components forms aggregates.
Zhang et al.1094 developed a technique for vertical growth of

nanopillars, which would enable vertical interdigitated geom-
etry of the D/A interfaces in solar cells. Using CuPc as the
donor and C60 or C70 as acceptors, they demonstrated up to
32% enhancement in PCE in the nanopillar geometry as
compared to thin films with the same constituents, due to the
increased D/A interfacial area.
Van Franeker et al.1095 developed an optical system, based on

measurements of optical interference, scattering, and reflectiv-
ity, for in situ monitoring of film casting. They examined

Figure 31. Schematic phase diagram revealing the role of cosolvent in inducing polymer aggregation at higher solvent content, which prevents large-
scale liquid−liquid phase separation during drying, resulting in optimized morphologies. Adapted with permission from ref 1095. Copyright 2015
Nature Publishing Group.
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Table 8. High-Performance Organic Solar Cells

Material
Jsc

(mA/cm2)
Voc
(V) FF PCEb (%) Notesc Ref

Polymer:fullerene BHJs (PCE ≥ 8.5%)a

ITO/PEDOT:PSS/PBDTTPD:PC71BM/Ca/Al 12.6 0.97 0.7 8.3 (8.5) additives 1208
ITO/ZnO/C3-DPPTT-T:PC70BM/MoO3/Ag 23.5 0.57 0.66 8.8 Treated ZnO 1209
ITO/ZnO/PBTI3T:PC71BM/MoOx/Ag 12.8 0.85 0.76 8.4 (8.7) 2% DIO 1210
ITO/ZnO/PCBE-OH/PBDT-BT:PC71BM/MoO3/Ag 15.4 0.92 0.66 9.2 (9.4) interlayer 1211
ITO/ZnO/PT-tt-TPD:PC71BM/MoO3/Ag 15.3 0.86 0.7 9.2 3% DIO 1212
ITO/PEDOT:PSS/PPDT2FBT:PC70BM/Al 16.3 0.79 0.73 9.2 (9.4) CB+DPE solvent mix;

300 nm
1213

ITO/PEDOT:PSS/PBDT-TS1:PC71BM/Mg/Al 17.4 0.8 0.66 9.2 (9.5) DIO 3% 1214
ITO/PEDOT:PSS/PBDTT-TT:PC71BM/CPZ/Al 19 0.75 0.7 9.9 (10.2) PT2NDISB CPZ

interlayer
1158

ITO/ZnO/PTB7-Th:PC70BM/MoOx/Al 19.2 0.78 0.67 9.9 (10.1) ZnO DAN substrate 1215
ITO/PEDOT:PSS/PTB7:PC71BM/MSAPBS/Al 19.3 0.76 0.68 9.7 (10.0) interlayer 1216
ITO/ZnO/PNTz4T:PC71BM/MoOx/Ag 19.4 0.71 0.73 9.8 (10.1) Thick film: 290 nm 1217
Ag/FPI-PEIE/PBDTT-F-TT:PC71BM/MoO3/ UTMF-Ag/TeO2 18.2 0.81 0.71 10.3 (10.5) ITO-free; microcavity 1206
ITO/PFN/PTB7:PCBM/MoO3/Al 17.4 0.82 0.74 10.6 3% DIO, SVA 1218
Tandem and triple-junction cells (PCE > 10%)d

ITO/PEDOT:PSS/SMPV1:PC71BM/CPE1/CPE2/M-PEDOT:PSS/SMPV1:
PC71BM/CPE3/Al

7.7 1.82 0.72 10.1 1219

ITO/LZO/C60-SAM/PSEHTT:IC60BA/PEDOT−PSS/LZO/C60-SAM/PTB7:
PC71BM/MoO3/Ag

10.3 1.54 0.65 10.4 1220

ITO/ZnO/P3HT:ICBA/PEDOT:PSS/ZnO/PDTP-DFBT:PC61BM/MoO3/Ag 10.1 1.53 0.68 10.6 1221
ITO/ZnO/P3HT:ICBA/Ag/MoO3/PIDTT-DFBT:PC71BM/Ag 16.1 0.88 0.65 9.2 microcavity 1205
ITO/MoO3/DTDCTB:C60/ C60/C60:Bphen/Ag/MoO3/DBP:C70/C70/buffer/Ag 9.9 1.72 0.59 10.0 (10.2) 1222
ITO/MoO3/DBP:C70/C70/Bphen:C60/Ag/MoO3/DTDCTB:C60/C60/C60:Bphen/
Ag/MoO3/DBP:C70/C70/Bphen/Ag

7.3 2.58 0.59 11.1 (11.3) 1222

ITO/ZnO/P3HT:ICBA/PEDOT:PSS/ZnO/PTB7-Th:PC71BM/WO3/PEDOT:
PSS/ZnO/PDTP-DFBT:PC71BM/WO3/Al

7.3 2.26 0.64 11.0 (11.6) 1223

ITO/LZO/C60-SAM/PSEHTT:IC60BA/ICL/C60-SAM/PtB7:PC71BM/ICL/
PMDPP3T:PC70BM/MoO3/Ag

7.8 2.24 0.67 11.8 1220

Polymer:nonfullerene cells (PCE > 6%)
ITO/PEDOT:PSS/PBDTTT-C-T:bis-PDI-T-EG/Ca/Al 12.5 0.84 0.57 6.0 (6.1) DIO, SVA 1224
ITO/ZnOPFFBT4T-2DT:SF-PDI2/V2O5/Al 10.7 0.98 0.57 6.0 (6.3) 1225
ITO/PEDOT:PSS/PBDT-T1:SdiPBI-S/Ca/Al 11.6 0.9 0.66 6.9 (7.2) 0.75% DIO 1226
ITO/PEDOT:PSS/PTB7-TH:ITIC/PDIN/Al 14.2 0.81 0.59 6.6 (6.8) 1227
ITO/ZnO/PTB7-Th:hPDI4/MoO3/Al 15.0 0.8 0.68 8.1 (8.3) 1% DIO 991
ITO/ZnO/PEI/PBDTT-FTTE:DBFI-EDOT/MoO3/Ag 13.5 0.95 0.51 6.4 (6.7) 992
ITO/ZnO/PEI/PSEHTT: DBFI-EDOT/MoO3/Ag 13.5 0.92 0.63 7.8 (8.1) 992
ITO/ZnO/PEI/PBDTT-FTTE:PNDIS-HD/MoO3/Ag 18.6 0.8 0.48 7.2 (7.7) Film-aged at 25 °C

for 72 h
993

Small-molecule: fullerene BHJs (PCE > 8.5%)
ITO/PEDOT:PSS/p-DTS(FBTTh2)2:PC71BM/Ba/Al 15.5 0.78 0.75 9.0 Ba layer; 0.25% DIO 1122
ITO/PEDOT:PSS/DRCN7T:PC71BM/PFN/Al 14.9 0.91 0.69 9.1 (9.3) 1123
ITO/PEDOT:PSS/DRCN5T:PC71BM/PFN/Al 15.7 0.92 0.68 9.8 (10.1) SVA 986
ITO/PEDOT:PSS/BTR:PC71BM/Ca/Al 13.6 0.9 0.74 8.9 (9.3) SVA 1125
ITO/PEDOT:PSS/DR3TSBDT:PC71BM/ETL(fullerene)/Al 14.5 0.91 0.73 9.6 (9.9) TA, SVA 1124
Small-molecule:nonfullerene BHJs (PCE > 5%), planar and mixed planar HJs (PCE > 6.5%)
ITO/PEDOT:PSS/p-DTS(FBTTh2)2:NIDCS-MO/Ca/Al 9.6 0.85 0.64 5.3 (5.44) 1228
ITO/PEDOT:PSS/DIP/SubNc/Cl6-SubPc-Cl/BCP:C60/Ag 10.1 1.04 0.67 6.9 vac 1229
ITO/α-6T/SubNc/SubPc/BCP/Ag 14.55 0.96 0.61 8.4 vac 179
ITO/MoO3/DPDCTB/DPDCTB:C70 (1:1.6)/C70/BCP/Ag 13.5 0.93 0.53 6.6 (6.8) vac 1230
ITO/PEDOT:PSS/DPT/Rub/DBP/C60/C60:Bphen/Bphen/Ag 10.6 0.94 0.71 7.1 (7.5) vac 180
ITO/MoO3/DBP:C70 (1:8)/C70/ C60:Bphen/Bphen/Ag 13.2 0.93 0.66 8.1 vac 1231
Ternary cells (PCE > 8%)
ITO/PEDOT:PSS/PTB7:SeDPPP (1:1):PC70BM/Ca/Al 18.7 0.69 0.67 8.5 (8.7) 1232
ITO/PEDOT:PSS/PBDTTPD-HT:BDT-3T-CNCOO:PC71BM/Ca/Al
(60:40:100)

12.2 0.97 0.71 8.4 1001

ITO/ZnO/PEI/PSEHTT:PBDTT-FTTE:DFBI-EDOT/MoO3/Ag 15.5 0.91 0.60 8.4 (8.5) 992
ITO/PEDOT:PSS/PTB7:PID2:PC71BM/Ca/Al (0.9:0.1:1.5) 16.8 0.72 0.69 8.2 190
ITO/PEDOT:PSS/PTB7-Th:PID2:PC71BM/Ca/Al (0.8:0.2:1.5) 16.7 0.78 0.71 9.2 185
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PDPPST:PCBM BHJs processed from chloroform with and
without addition of cosolvents (DIO or oDCB) at various
concentrations. They concluded that the cosolvent causes the
onset of polymer aggregation to occur before liquid−liquid
phase separation (Figure 31). This prevents formation of large
PCBM-rich domains, leading to PCEs of up to a factor of ∼5
higher than in the same blends processed without the
cosolvent.
Sharenko et al.938 investigated the effect of the DIO additive

on the charge generation dynamics and PV performance of p-
DTS(FBTTh2)2:PDI BHJs. The authors used a combination of
time-resolved pump−probe experiments (100 fs to 100 μs) and
measurements of optical absorption and J−V characteristics. It
was established that the blends processed without DIO yielded
structurally disordered homogeneous films which exhibited
significant geminate recombination and formed CT states that
recombined prior to dissociation. With the DIO, however,
improvements of EQE from <7% to 37%, and in PCE from
0.13% to 3.1%, were observed due to increased structural order
and phase separation.
Takacs et al.775 studied blends of p-DTS(FBTTh2)2 with

PC61BM or PC71BM that were processed with and without
DIO using polarization-dependent photoconductive AFM.
They revealed a micron-scale liquid crystalline order integrated
within the complex D/A BHJ structure in the best-performing
BHJs with PCEs of ∼7%. Perez et al.1096 performed detailed
evaluation of structural evolution of p-DTS(PTTh2)2:PC71BM
BHJs processed with the DIO that established changes in the
domain size and connectivity depending on the DIO
concentration.
Chen et al.1097 developed a device processing approach that

eliminated the use of halogenated solvents in fabrication of
polymer:fullerene BHJs. They used a 1-methylnaphthalene
additive to toluene to enhance PCBM solubility, which reduced
the domain size by 2 orders of magnitude and boosted the PCE
from 0.02% to 6.1%.
He et al.1098 developed a method that utilizes simultaneous

spin coating and solvent annealing, which promoted PCBM
aggregation and formation of the PTB7 edge-on crystallites.
When processed using this method from combination of DCB
with the 3 vol % DIO, the PTB7:PCBM BHJs exhibited PCEs
of up to 9.8%.
Given that the key potential of organic electronics lies in the

possibility of low-cost large-area device manufacturing, there
has been a considerable effort specifically targeting methods for
scale-up production of devices. Comprehensive reviews can be
found in refs 1088, 1089, 1099, and 1102. Representative
techniques include printing (e.g., inkjet, screen, gravure, or
flexographic printing), spray deposition (e.g., ultrasonic, gas-

propelled, or electro- spray),1088,1100 and other coating
techniques (e.g., doctor-blade, slot-die, or knife-overedge
coating).1101 For example, a PCE of 6.5% was obtained in
ultrasonic spray-painted pDPP5T:PCBM solar cells (with a
0.13 cm2 area),1103 and PCEs of 7.7% (5.6%) were measured in
doctor-blade-coated GEN2:PCBM/pDPP5T-2:PCBM tandem
cells on glass (flexible PET) substrates with a ∼0.1 cm2

area.1104 Zhang et al.1105 fabricated PBTI3T:PCBM modules
on glass substrates by ultrasonic (partially overlapped) spray
coating, obtaining a PCE of 5.3% in a 38.5 cm2 device, to be
compared to 6.6% (6.1%) in a 0.09 cm2 (1 cm2) device. The
reduction in the PCE was mostly due to the lower FF values in
the module in part due to increased series resistance in module
connections. Hong et al. achieved 7.5% PCE in modules with a
4.5 cm2 area fabricated by slot-die and doctor-blade coating.1106

In spite of excellent advances in this area, achieving high
performance (e.g., matching the best PCEs of Table 8) in large
devices that are fully R2R processed under ambient conditions
remains a challenge. Issues relevant to the industrial scale
fabrication and commercialization also include a long-term
device stability1107 and logistics related to the large-area device
deployment and subsequent operation. For recent reviews of
these issues, see refs 1108 and 1109.

10.3. Summary

It has been clearly demonstrated that optoelectronic properties
dramatically depend on various aspects of film structure and
morphology. Systematic studies classified organic materials by
their morphological characteristics and established quantitative
relationships between film or crystal structure and charge
carrier mobility, charge trap characteristics, and photocurrent.
Routes of optimizing morphology for various material classes
have also been identified, and underlying processes that enable
fabrication of organic devices with enhanced properties have
been established. These have laid the foundation for under-
standing of how fabrication and processing conditions should
be modified depending on the material and for developing new
protocols that are suitable for a broad range of organic
optoelectronic materials. Nevertheless, the ability to control
microstructure and morphology on large areas to the level
required for matching the performance of large-area devices
with that of small laboratory devices needs improvement. The
resolution of this issue along with that of the long-term stability
will ultimately determine the usability of organic optoelectronic
materials in a broad range of commercial applications. The
importance of these concerns has been recognized in the
literature, and the excellent progress made in this area over the
past several years is encouraging.

Table 8. continued

Material
Jsc

(mA/cm2)
Voc
(V) FF PCEb (%) Notesc Ref

Organic−inorganic hybrid cells (PCE >10%)
Al/Si/Si-NR/Spiro-OMeTAD/PEDOT:PSS/Ag-grid 30.9 0.57 0.59 10.3 1233
Si/SiNW/PEDOT:PSS/Au-mesh 35.5 0.54 0.67 12.8 (13.2) 1234
Al/Cs2Co3Si:PEI/SiNW/PEDOT:PSS/Ag 32.2 0.62 0.68 13.4 (13.7) 1235
ZnO:Al/α-Si:H p-i-n/ITO/PEDOT:PSS/PDTP-DFBT:fullerene/Al/Ca 9.8 1.51 0.69 10.2 (10.5) 1021
aSolar cell characteristics averaged over many devices are given when available. The PCE values in the parentheses are the maximal PCE achieved.
bNotes regarding processing conditions or device architectures that were instrumental in obtaining the reported PCE. CB = chlorobenzene; DAN =
deterministic aperiodic nanostructure; DIO = 1,8-diiodooctane; DPE = diphenyl ether; SVA = solvent vapor annealed; TA = thermally annealed; Vac
= vacuum deposited. cThe PCE “high-performance” cutoff set for each device category, depending the material or HJ type and the availability of data
in the literature. dDevice with a PCE of <10% was included as its performance relies on the high Jsc rather than Voc.
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11. APPLICATIONS

11.1. Organic Photovoltaic Cells (OPVs)

Photovoltaic (PV) cells convert light energy into electrical
energy;1110 many tutorials on the basic physics of the solar cell,
materials considerations, and device design strategies are
available; examples include refs 5, 6, 1111, and 1112.
Comprehensive recent reviews of the subject are also available
(Table S1).1113 The main parameter that characterizes the
performance of a PV cell is the power conversion efficiency
(PCE) ηp, which under standard illumination conditions
(typically AM1.5 solar spectral illumination with incident
power density Pinc = 100 mW/cm2) is given by

η = J V FF P/p sc oc inc

where Jsc is the short-circuit current density and Voc is the open
circuit voltage. The Voc and Jsc are obtained from the J−V
characteristics of the solar cell under illumination at J = 0 and V
= 0, respectively. An excellent tutorial on how to interpret J−V
characteristics can be found in ref 315. FF is the fill factor,
defined as

=FF J V J V/( )m m sc oc

where the product JmVm corresponds to the maximum power.
Minnaert and Burgelman1114 predicted that, in the

“optimistic” scenario, the single-junction organic solar cell
would reach the PCE of 15.2% with the optimum bandgap of
the absorber of 1.6 eV. Kirchartz et al.1115 arrived at the PCE
limit of ∼23% based on the optical properties of typical
polymers and of ∼21% in polymer:fullerene HJs. Giebink et
al.1116 adapted the Shockley-Quisser result (obtained using the
principle of detailed balance for inorganic semiconductors) to
organic solar cells, arriving at the PCE thermodynamic limit of
22−27% depending on the exciton binding energy and the free
energy decrease at the HJ. Koster et al.1117 analyzed the effect
of CT absorption, reorganization energy, and dielectric
permittivity ε on the device performance, considering both
geminate and nongeminate recombination. The study estab-
lished, for example, that increasing ε allows for smaller D−A
LUMO energy offsets while enabling PCE of >20%. Würfel et
al.1118 explicitly included charge carrier mobility in their
estimates of achievable PCEs, arriving at a ∼22% maximal
PCE with mobilities of >0.01 cm2/(Vs) and the D−A LUMO
offset of 0.2 eV. An excellent discussion and a model
quantifying the entropic losses contribution to the reduced
Voc and the PCE can be found in ref 1119.
Impressive improvement in design of efficient D/A HJs has

been achieved in the past decade, and PCEs of 10−12% have
been demonstrated in several D:A systems (Table 8).1120,1121

Until recently, most successful organic solar cells utilized
polymer:fullerene BHJs or vacuum-deposited small-molecule-
based multilayer cells, with all other classes lacking in
performance. However, PCEs of above 9% were recently
reported in several solution-processable small-molecule BHJs
(SMBHJs),986,1122−1125 and the best nonfullerene solar cells
exhibit PCEs of over 8%.179,991,992 Table 8 summarizes the
properties of high-performance OPV devices depending on the
type.
Recent research efforts focused on (i) understanding the

factors that determine various parameters contributing to the
PCE (Voc, Jsc, and FF), (ii) optimization of material design and
film morphology, and (iii) optimization of device structures to
achieve better device performance. Optimization of film

morphologies toward achievement of better PCEs was briefly
discussed in Section 10; the corresponding strategies were
reviewed in detail in ref 1083; also see relevant references from
Table S1. Examples of studies under (i) and (iii) are given
below.

11.1.1. Undersanding the Limiting Factors.
11.1.1.1. Open Circuit Voltage. Open circuit voltage not
only is an important parameter for solar cell performance,1126

but also is a readily measured characteristic that has been used
to establish the mechanisms of charge generation390 and
recombination,656,1127,1128 as well as to assess other device
properties, such as leakage currents.657 Recent review of factors
impacting Voc can be found in ref 1129.
In D/A HJs, earlier work suggested that the Voc could be

accurately determined using (EA(A) − Ip(D))/e − 0.3, where
the electron affinity EA and ionization potential Ip are typically
determined from CV measurements in solution and 0.3 eV is
related to a typical exciton binding energy.206 However,
considerable evidence suggests that it is an oversimplified
view,257,1130−1132 rendering this approach unreliable in
predicting Voc in BHJs, especially when crystalline phases are
involved.188,749 The importance of including ionization
potentials and activation energies of optically excited states1130

and of long-range electrostatic interactions at the D/A
interfaces governed by mesoscale order257 into consideration
for accurate predictions of the Voc has been discussed in the
literature. Nongeminate recombination has been determined to
be a primary loss mechanism in the Voc in P3HT:PCBM BHJs,
and the importance of not only tailoring energy levels but also
increasing charge carrier lifetimes has been emphasized.636 Ray
et al.332 modeled Voc in BHJs as an explicit function of the D/A
interfacial area and showed that the Voc in BHJs is always lower
than that in corresponding planar HJs, regardless of
morphology. In ternary blends, tunable Voc has been
demonstrated.1000,1002

The defects that act as charge traps1127,1131 have been known
to negatively impact Voc. High dark currents320 are also
correlated with lower Voc, as they often indicate strong
recombination detrimental for Voc. The recombination through
triplet states and low-energy CT state formation are potential
channels for the losses in the Voc.

1133,1134 However, Schlenker
et al.373 emphasized kinetics (e.g., slow triplet state formation),
and not only thermodynamics, as an important factor that
determines whether the photocurrent loss via triplet states can
or cannot be avoided. Burke et al.237 explicitly incorporated the
properties of CT states into the Voc, under the assumption of
thermal equilibrium between the free carriers and CT states,
arriving at

σ
τ

= − −
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟qV E

k T
k T

qfN d
J2

logoc CT
CT

CT sc

2

B
B

0

(55)

where q is the elementary charge, ECT is the average CT state
energy, σCT is the standard deviation of the CT states
distribution, f is the volume fraction that is mixed or interfacial,
N0 is the DOS, d is the solar cell thickness, τCT is the CT state
lifetime, and Jsc is the short-circuit current density. They
provided a quantitative breakdown of Voc losses due to various
factors (Figure 32) and estimated how much can be gained in
the Voc if various parameters in eq 55 are optimized (Table 9).
This approach was utilized, for example, by Sulas et al.1135 to
explain the correlation between the lower Voc and the higher
density of CT states in polymer:PCBM blends.
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The role of charge carrier mobility and, in particular, whether
high Voc requires balanced or unbalanced electron and hole
mobilities were studied using drift-diffusion simulations.229 The
result was found to be dependent on the interplay between bulk
and surface recombination and, in particular, on the nature of
the electrodes and whether recombination occurs through CT
state formation or directly. Review of bimolecular recombina-
tion processes negatively impacting solar cell characteristics can
be found in ref 641.
An interesting synergy between the properties of OPVs and

OLEDs, which calls for cross-pollination between the research
findings in these two areas of research,384 is provided by the
reciprocity conditions, which can be expressed as fol-
lows:1136,1137

= +V V
k T

q
Qln( )oc oc rad LED,

B

ϕΦ = −
⎛
⎝
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(56)

Here Voc,rad is the upper limit of the Voc (in the absence of
nonradiative recombination), QLED is the LED quantum
efficiency, ΦEL,normis the electroluminescence (EL) emission
normal to the surface of the device, Eph is the photon energy,
EQE is the external quantum efficiency of the OPV, and ϕBB is
the blackbody radiation spectrum. Equations 56 imply that the
quantum efficiency measured in the OPV should be directly
related to the EL,383 if all assumptions behind the reciprocity
relations are valid. For example, nonlinear recombination and
space-charge field effects could invalidate this approach.
However, Kirchartz et al.1137 recently established that this is
not the case for high-performance thin solar cells (exhibiting
high mobilities, high fill factors, and minimal space-charge
effects), confirming the validity of the relations of eqs 56 in
these cases.

11.1.1.2. Short-Circuit Current. Short-circuit current Jsc
incorporates charge generation, transport, and recombination,
and contributions from these to Jsc have been a subject of many
studies.313,314,1138−1140 Shoaee et al.940 observed strong
correlation between the yield in photogenerated charge carriers
measured on the nanosecond-microsecond time-scales using
transient absorption spectroscopy and Jsc in various polymer:-
fullerene BHJs. In planar CuPc/PTCBI HJs,1141 molecular
order has been cited as a key factor driving the Jsc, due to a
larger exciton diffusion length in ordered systems. In planar
ClAlPc/C60 HJs,1142 improved π−π interaction, enabled by
ultrathin PTCDA or Pn interlayers, tuned the molecular
orientation of ClAlPc, resulting in a higher Jsc.
Computational modeling (Section 3.2.2) enabled better

understanding of the effects of temperature, light intensity, and
film properties such as blend composition or film thickness on
the Jsc.

272,1143,1144 For example, simulations of J−V character-
istics depending on the degree of nanoscale phase separation
revealed Jsc enhancement in morphologies with finer phase
separation, due to reduction in bimolecular recombination
caused by lateral movement of electrons to the fullerene-rich
phase.272

11.1.1.3. Fill Factor. Until recently the fill factor (FF) had
been the least understood characteristic of the solar cell, which
prompted a number of recent studies specifically addressing
mechanisms that determine the FF.291,637,639,1145 An overview
of factors contributing to the FF can be found in ref 1146.
Charge recombination and extraction have been cited as the

key factors that determine the FF. Dibb et al.291 observed that
in polymer:fullerene BHJs with similar Jsc’s and FFs, the
mechanisms limiting the FF were different: enhanced non-
geminate recombination in one blend and strongly electric
field-dependent charge generation due to geminate recombi-
nation in the other. Bartelt et al.1147 established that hole
mobility of >0.01 cm2/(Vs) is necessary for achieving FF of
above 0.8 in polymer:fullerene devices and that, in an optically
thick device, the minimal mobility required to achieve high FF
depends on the recombination rate constant. Bartesaghi et
al.639 modeled the competition between the charge extraction
and recombination. The authors introduced a parameter θ,
which is the ratio of extraction-to-recombination, defined as

θ γ
μ μ

= ∝Gd
V

k
kn p

rec

ex

4

int
2

(57)

where μp (μn) is the hole (electron) mobility, krec and kex are
recombination and extraction rates, respectively, and the
internal voltage Vint = (EA(A) − Ip(D))/e − 0.4. The parameter
γ is the bimolecular recombination rate coefficient, d is the
active layer thickness, and G is the photogeneration rate. Then,
it was demonstrated that for a variety of D−A combinations
(polymer:fullerene, polymer:polymer, and small-molecule
BHJs) the parameter θ was correlated with FF (with higher θ
corresponding to a lower FF) in the 0.26−0.74 range of FFs
(Figure 33). It was proposed that this figure of merit provides a
way to optimize the device performance depending on the
thickness, charge carrier mobilities, internal voltage, and charge
generation rate.
To specifically address the performance of solar cells with

low charge carrier mobilities (and resulting transport-limited
photocurrent), Neher et al.318 proposed a new figure of merit, a
dimensionless parameter α given by

Figure 32. Sources of open-circuit voltage losses and corresponding
characteristic energy levels in organic solar cells. Reprinted with
permission from ref 237. Copyright 2015 Wiley-VCH.

Table 9. Potential Increases in Voc That Could Be Obtained
from Changing Various Parametersa

Parameter improvement strategy Voc increase

Reduce volume fraction ( f) of mixed phase from 50% to 1% 100 meV
Increase CT state lifetime (τCT) from 100 ps to 10 ns 120 meV
Decrease interfacial disorder (σCT) from 100 to 50 meV 150 meV
Decrease CT state binding energy (EB) from 200 to 50 meV 150 meV
Decrease number of CT states per interface from 30 to 3 60 meV
aAdapted with permission from ref 237. Copyright 2015 Wiley-VCH.
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Here Vt = kBT/q is the thermal voltage (q is the electron
charge) and other parameters are the same as in eq 57. At α >
1, photocurrents are transport-limited, and the FF dramatically
decreases (Figure 34). The authors derived an analytical form

of J−V characteristics incorporating the parameter α and
calculated an upper limit for the active layer thickness (dmax) to
achieve high FF, depending on the material properties (for d >
dmax, photocurrent is transport-limited), in particular:
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(59)

where dmax is in units of nm, mobilities are in cm2/(Vs), the
recombination rate coefficient γ is in cm3/s, and the short-
circuit current Jsc is in mA/cm2. Although not all parameters in

eq 59 are independent, it provides a guide for the relative
importance of various characteristics for the design of films with
optimal film thickness. The applicability of this approach to a
wide variety of high-performance organic solar cell materials is
awaiting validation.

11.1.2. Optimization of Device Design. Reviews of
historical development of OPV device architectures can be
found in refs 1148 and 1149. Here selected recent examples
pertaining to the optimization of the device architectures are
discussed.

11.1.2.1. Interlayers. Thin interlayers inserted between the
electrodes and the active OPV layers have been utilized to
modify the work function of the electrodes and improve the
quality of interfaces,1150 achieve charge-carrier-selective recom-
bination and extraction,309,1151,1152 enhance exciton confine-
ment,1153 improve the thermal stability of the solar cells,1154

provide energy cascading for directed exciton diffusion,1155

control molecular orientation,1156 etc. For a comprehensive
recent review of interlayer materials for organic solar cells, see
ref 1157.
For example, Liu et al.1158 investigated three conjugated

polymer zwitterions based on thiophene, DPP, and NDI
backbones as interlayers between the active OPV layer and Ag
cathode in PBDTT-TT:PCBM solar cells. The authors
observed an enhancement of PCE from 3.2% with no interfacial
layer to 5% with a thiophene-based interlayer and to 9.5% and
10.2% in PBDTT-TT:PCBM BHJs with the DPP- and NDI-
based interlayers, respectively. The increase in performance was
attributed to a combination of lowering of the work function of
the cathode, increase in the built-in voltage, and efficient
electron transport across the interlayer.
In conventional solar cells, indium tin oxide (ITO) is

typically used as the bottom contact (anode). ITO has a high
work function around 4.8 eV, which is surface-treatment-
dependent, and a relatively rough surface, which leads to
contact losses in devices. In order to improve the quality of the
contact, a p-type PEDOT:PSS interlayer with a work function
of ∼5 eV has been used. However, its acidic nature and
susceptibility toward degradation under air or moisture
exposure reduce the overall stability of the device. In order to
resolve this issue, more stable hole-transporting interlayers such
as transition metal oxides (V2O5, MoO3, WO3, NiO) and
conjugated polyelectrolytes,1159 cross-linked polymers,1160

g raphene ox ide , 1 1 6 1 , 1 1 6 2 or copper th iocyana te
(CuSCN)1163,1164 have been utilized. For example, Treat et
al.1163 obtained a 17% improvement in the PCE, which reached
8.1% in a PBDTTPD:PC61BM BHJ when the PEDOT:PSS
layer was replaced with the CuSCN layer. This was attributed
to a higher Voc achieved in devices with CuSCN, enabled by its
deep valence band energy of 5.35 eV.
Lee et al.1165 used an inkjet-printed combination of the

graphene nanoribbons (GNRs) and carbon nanotubes (CNTs)
instead of PEDOT:PSS, which improved the FF and the
resulting PCE in PTB7:PC71BM BHJs. For a review of
graphene-based interlayers in organic solar cells, see refs 1018
and 1019. Low-cost solutions for PEDOT:PSS replacement
such as polyacrylonitrile (PAN)1166 or copper iodide1167 have
also been proposed.
Cost-effective solutions for the ITO replacement have been

actively sought after as well, using other oxides (e.g., FTO or
AZO), CNTs,1168 metal mesh or nanowires,1169−1173 and other
materials.1174,1175 For example, Kim et al.1169 reported a Cu2O/
Cu/Cu2O multilayer mesh electrode grown by room-temper-

Figure 33. Fill factor versus parameter θ of eq 57 for the simulated
(small gray symbols) and the experimental data (large colored
symbols). Numbers in the legend represent different D:A blends
featuring a variety of polymer donors and both fullerene and
nonfullerene acceptors. Adapted from ref 639 under Creative
Commons license 4.0 (https://creativecommons.org/licenses/by/4.
0).

Figure 34. Fill factor (FF) as a function of the dimensionless
parameter α of eq 58. Open circles are obtained from simulated J−V
characteristics, and lines are obtained from analytical expressions. At α
> 1, photocurrents are transport-limited, leading to a progressive
decrease in the FF. Reproduced from ref 318 under Creative
Commons license 4.0 (https://creativecommons.org/licenses/by/4.
0).
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ature roll-to-roll sputtering. They demonstrated a low sheet
resistance of ∼15 Ohm/square, high optical transmittance of
∼89%, and good mechanical flexibility.
On the cathode side, the low work-function Ca was initially

used as the hole-blocking layer, followed by the Al electrode.
However, due to stability issues, alternative cathode materials,
e.g. inorganic salts such as LiF, CsF, or MgF in conjunction
with Al, have become more common. Solution-processable
electron-transporting alternatives such as ZnS,1176 water/
alcohol soluble polymers,1177 metallophthalocyanine deriva-
tives,1178 fullerene derivatives,1179 porphyrin derivatives,1180 etc.
have been proposed. Comprehensive reviews of the electron
transporting interlayers utilized in organic solar cells can be
found in refs 1157, 1177, and 1181.
Zhou et al.1182 demonstrated surface modifiers based on

polymers containing aliphatic amine groups that considerably
reduced the work function of metals, metal oxides, and
graphene. An ultrathin (sub-10-nm) layer is physisorbed on
the conductor surface, and the charge-transfer character of the
layer−surface interaction, as well as intrinsic dipole moments
associated with the amine groups, reduce the work function.
For example, the work functions of Au and ITO (5.1 and 4.6
eV, respectively, before the treatment) yielded 3.9 and 3.5 eV,
respectively, after surface modification with PEIE or PEI layers.
This method enables low-cost large-area deposition of air-stable
electrodes from environmentally friendly solvents, which is
applicable not only to solar cells, but also to OLEDs, TFTs, and
potentially other optoelectronic devices.
More recently, inorganic oxide alloys In−Ga−O and Ga−

Zn−Sn−O were used as solution-processable interlayers in
inverted OPVs, demonstrating tunability of the energy level
matching between the inorganic electrode and the organic
active layer by tuning the alloy composition.1020 The strategy
was shown to be applicable to OPVs based on a variety of
polymer-based D:A BHJs, in which the maximum PCE was
obtained when the LUMO energy of the acceptor approached
the energy of the conduction band minima of the oxide.
11.1.2.2. Inverted Structure. An alternative way of

addressing the stability of solar cells related to that of the
electrodes is to utilize an inverted device structure, in which the
nature of charge collection is reversed.1183,1184 An example of
such device architecture is ITO/CBL/active layer/ABL/Au,
where CBL and ABL stand for cathode and anode buffer layer,
respectively. These are also commonly referred to as electron
extraction layer (EEL) and hole extraction layer (HEL),
respectively. Here, a high-work function metal Au replaces a
low-work function Al, to achieve a better stability in air, along
with other advantages related to processing and mass-
production. The role of the CBL (ABL) is to transport
electrons (holes), block the hole (electron) transport to the
cathode (anode), adjust the energy barrier between the
electrode and the active layer, and prevent physical or chemical
reaction between the electrode and the active layer. The most
common examples of the CBL (ABL) appearing in high-
performance solar cells are ZnO or TiO2 (MoO3). However,
polyelectrolytes,1185,1186 fullerene derivatives,1187 etc. have been
demonstrated as the CBL or ABL layers; see ref 1157 for a
comprehensive review.
Many of the high-performance solar cells in Table 8 utilize

the inverted structure, which has been shown to yield superior
performance to corresponding noninverted structures due to
improvements in film morphology and contact quality, leading
to improved charge generation and extraction efficiencies.1091

For example, Nanova et al.1188 studied the structure and
properties of F4ZnPc:C60 blends deposited on ultrathin layers
of F4ZnPc and C60 to mimic the situation in a noninverted and
inverted device, respectively. The devices then were thermally
annealed. The differences were observed in the typical domain
size between the two cases. Most importantly, substrate-
induced local fullerene ordering was observed in the inverted
device, which resulted in an improved charge generation
efficiency.

11.1.2.3. Tandem Cells. Given the constraints pertinent to
charge generation and extraction (e.g., low charge carrier
mobility, short exciton diffusion length, etc.), the thickness of
the active OPV layer is typically restricted to ∼100−200 nm,
which limits optical absorption (and thus EQE). One of the
ways to increase optical absorption is to combine several planar
D/A HJs separated by a charge recombination layer (e.g., thin
Ag or Au clusters) in a stack. Such cells also exhibit higher Voc
due to the addition of the photovoltage of each individual cell,
with several cells exhibiting PCEs of over 11% (Table 8).
Review of multijunction organic solar cells can be found in ref
1189. Review of design strategies for the interlayers between
the individual cells is provided in ref 1157. Timmreck et al.1190

recently reviewed reports of tandem cell efficiencies in the
literature and urged adherence to strict guidelines for tandem
cell characterization in order to avoid misleading and/or
incorrect efficiency assessments. The authors developed a set of
rules that need be followed for reliable characterization of
tandem solar cells.

11.1.2.4. Light Trapping. Another way of improving the
PCE via device architecture is to employ various optical effects,
which enhance light absorption.1157,1191 A theoretical descrip-
tion of light management in OPVs that explicitly addresses
inefficient light trapping, parasitic absorption, and nonradiative
recombination losses is given in ref 1119. This work also
proposed a new figure of merit describing light trapping, ⟨1/
l⟩−1 (where l is the optical path length and the brackets
designate averaging over all path lengths), and a scheme for
deterministic light trapping that outperforms the Lambertian
one. Experimentally, one strategy has been to utilize surface
plasmon resonance to enhance light trapping by embedding
metal nanoparticles in active layers1192−1195 or in the
interlayers,1196−1199 by utilizing nanostructured metal electro-
des,1200,1201 or both.1202−1204 Depending on the geometry of
metal nanostructure incorporation in the device, the enhanced
light trapping occurs via enhanced light scattering, localized
surface plasmon resonance, or surface plasmon polariton,1191

which increases Jsc.
Another strategy is to employ an ultrathin metal layer in

forming the microcavity with another reflective electrode,
creating a resonant structure.1205 For example, in a tandem cell
containing P3HT:IC60BA and PIDTT-DFBT:PC71BM stacked
together using the ultrathin Ag interlayer, the PCE of 9.2% was
achieved due to enhanced Jsc, which is comparable to PCEs in
other high-performance tandem cells that rely on high Voc
(Table 8).
ITO-free configurations that utilize enhanced light trapping

have also been proposed.1206,1207 For example, Huang et al.1206

used a microcavity-based device architecture formed by a thick
Ag film deposited on glass or PET serving as the cathode and
the ultrathin Ag film on TeO2 as the anode. The enhanced light
trapping resulted in up to ∼11% (∼10%) increase in the Jsc
(PCE) as compared to the ITO-based device utilizing the same
BHJ (PBDTT-F-TT:PC71BM) in a typical inverted architec-
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ture. The PCEs of up to 10.5% and 10.4% were achieved in
ITO-free devices on glass and on PET, respectively.

11.2. Organic Photodetectors and Phototransistors

Discussions of earlier work on photodetectors and photo-
conductors can be found in refs 1148 and 1236, respectively.
More recent work was reviewed in ref 741. Here a brief account
of recent developments is given.
The photoconductive properties of organic semiconductors

have been exploited in photodetectors in several geometries:
two-terminal photodiodes and photoconductors (used both in
a planar and in a sandwich-type configurations) and three-
terminal photo-TFTs. The figures of merit are EQE (ηEQE),
responsivity R (R = ηEQEλe/hc, where λ is the wavelength, e is
the elementary charge, h is the Planck constant, and c is the
speed of light), the signal-to-noise ratio (SNR), minimal
detectable power (given by the noise-equivalent power NEP =
S/R, where S is the noise spectral density), and response time
or operation bandwidth. Also of importance is the wavelength
range of detector sensitivity, which determines the type of
application. For example, detectors with broadband sensitivity
are of interest for optical remote sensing and environmental
control. Detectors with a wavelength-selective response have
been utilized in full-color digital cameras/camcorders, color-
imetry, artificial systems mimicking human eyes, and biological
imaging. UV-sensitive detectors are of interest for biological
and chemical sensing, smoke and fire detection, missile
warning, combustion monitoring, ozone sensing, etc. Another
emerging area of interest is radiation detection.741 Guo et al.960

used a low-voltage photo-TFT based on diF TEG-ADT as a

humidity sensor and discussed its utility in a photocontrolled
memory. Review of applications in integrated transceivers,
imaging, and photosensors can be found in ref 741.
The photodiode geometry is typically similar to that of

OPVs, but in contrast to OPVs, it is optimized for reverse
applied fields which improve charge generation (thus, quantum
efficiency) and ensure fast charge carrier collection (thus, fast
response time). Also important is minimizing dark currents
(Jdark), as they strongly contribute to noise, which reduces the
specific detectivity of the detector D*. Under assumption of a
dominant contribution of the shot noise, D* = R/(2eJdark)

1/2

(where Jdark is the dark current density). In these devices, the
EQE is necessarily below 100%. In photoconductors, EQE can
exceed 100% when injecting contacts are used, exhibiting a
photoconductive gain (defined as the ratio between the
electron−hole recombination time τ and the electron transit
time) of >1.36,322,958,959,1237For example, photoconductive gains
of ∼20−130 have been reported in phthalocyanine, Pn, and
various functionalized Pn and diF R-ADT deriva-
tives.36,958,959,1238 However, the device bandwidth is propor-
tional to 1/τ, and therefore, there is a trade-off between the
photoconductive gain and the bandwidth. For example, in the
OSnNcCl2 photoconductor, a photoconductive gain of ∼15
was obtained at 1064 nm, but the bandwidth was limited to the
kHz range (<3 kHz).1238

The photo-TFT under illumination exhibits an increase in
the source-drain current with optical excitation power due to
either a photovoltaic or a photoconductive effect, depending on
whether the TFT is operated in the accumulation or in the

Table 10. High-Performance Organic Photodetectors

Material
Spectral

range (nm)
R, A/W (Vbias (V), wavelength
(nm), intensity (mW/cm2))a

Jdark, μA/cm
2

(Vbias (V))
b

Jph/Jdark (Vbias
(V))c

Bandwidth
(time)d Notese Ref

Small-molecule-based photodetectors
m-MTDATA:Gaq3 200−450 0.34 (−8, 365, 1.2) 675 (−8) BHJ, vapor 1243
m-MTDATA/NSN 300−410 0.33 (−12, 365, 1) 300 (−12) Bilayer, vapor 1244
PFH/NSN 300−425 0.7 (−12, 365, 1) 498 (−12) Bilayer; solution/vacuum 1244
spiroBF-
TAD:spiroBF-
hexaaryl

300−410 0.22 (−8, 380, 0.072) 100 (−2) (<400 ns) BHJ, vapor 1245

CuPc/PTCDI 525−725 0.39 (−10, 650 nm, <3) 430 MHz
(720 ps)

Multilayer; vacuum 1246

Pn/C60 450−690 0.52 (−3.5, 660, 1.54) 200 (−3.5) vacuum 1247
500−690 0.11 (−10, 580) 80 MHz 1248

Rubrene/TCNQ 400−600 0.4 (−5, 500) lamination 1249
Cy7-T/MeO-TPD 0.165 (−2, 850, 0.1) 0.033 (−1) (<1 ns) 1250
Zn-met porphyrin/
C60

<1350 0.07 (0, 1345, 1) 56 MHz (7
ns)

Bilayer, solution/vacuum 1251

Polymer-based photodetectors
P3HT:PC61BM 400−600 0.39 (−5, 540) 0.065 (−5) 100 kHz solution 1252

0.24 (−5, 532, 0.19) 1 (−5) 1 MHz (40
ns)

1253

P3HT:F8TBT 400−600 0.1 (−0.5, 500) 0.004 (−0.5) EBL, solution 1254
F8T2:PC61BM 400−500 0.67 (−10, 460, 9) 1000 (−10) 50 MHz solution 1255
PDDTT:PC61BM 300−1450 0.17(−0.5, 800, 0.22) <0.001 (−1) EBL+HBL 1256
PCPDTBT:PC71BM 300−900 0.3 (0, 80, 80) 1257
PTT:PC61BM 300−950 0.27 (−5, 800) 100 (−1) 4 MHz 1258
PCDTBT:PC71BM 400−700 0.24 (−5, 532, 0.001) D* =

3.4 × 1013 (−5)
1.5 × 10−4

(−5)
>1000 (−5) Inverted; screen-printed;

PEDOT:PSS+PEIE
1239

P3HT:PC61BM:PbS 400−1450 0.16 (−5, 1220) 4 (−5) 2.5 kHz 1259
aResponsivity R in A/W. The values in parentheses represent the bias voltage in volts, the wavelength in nm, and the light intensity in mW/cm2 at
which the responsivity was obtained. bDark current density Jdark in μA/cm2. The value in parentheses is the bias voltage in volts. cThe ratio between
the photocurrent and dark current at the bias voltage shown in parentheses. dBandwidth and/or response time (given in parentheses when available)
of the detector. eNotes pertaining to device preparation.
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depletion mode (for a p-type TFT Vg < Vth or Vg > Vth,
respectively). The responsivity R of the photo-TFT is often
expressed as R = Iph/Popt, where Iph is the source-drain
photocurrent and Popt is the incident optical power.
The performance of the best-performing organic photo-

detectors is summarized in Table 10. In photodiodes, EQEs of
>80% and responsivities of 0.1−0.7 A/W, with specific
detectivities D* on the order of (1−6) × 1012 (cm Hz0.5/W),
were achieved in the visible/NIR region. Pierre et al.1239

recently reported photodiodes using screen-printed PE-
DOT:PSS layers modified with PEIE1182 or unmodified, to
serve as the cathode and anode, respectively. These devices
yielded low (<nA/cm2) dark currents, resulting in specific
detectivities of up to 3.4 × 1013 cm Hz0.5/W at a −5 V bias at
532 nm, which is comparable to that of inorganic photodiodes.
Armin et al.1240 introduced the concept of “charge collection

narrowing” to achieve narrow-band wavelength selectivity in
BHJ photodiodes. These diodes employ considerably thicker
photoactive layers (∼2 μm) than typical diodes, so that αd ≫ 1
(where α is the absorption coefficient and d is the layer
thickness), and the concept is based on the manipulation of
collection efficiency that contributes to the EQE. In particular,
only charge carriers generated by weakly absorbed light (i.e.,
that at wavelengths near the absorption onset) are collected
and produce the photoresponse. For example, in DPP-
DTT:PC71BM (PCDTBT:PC71BM) photodiodes, in which
the absorption onset was observed at ∼950 nm (∼650 nm), the
maximal EQE was obtained at ∼920 nm (∼670 nm) and the
fwhm of <90 nm was achieved.
Fast response with operating frequencies of >100 MHz was

achieved in multilayer detectors, 10−100 MHz response in
vacuum-deposited bilayer detectors, and >1 MHz in solution-
processed BHJs. However, the challenge remains to simulta-
neously optimize the EQE, bandwidth, and detectivity.

The best photo-TFTs (Table 11) are based on molecular
crystals or high-mobility polymers, with several reports of
responsivity of >104 A/W (which is considerably higher than
the 300 A/W achieved in amorphous Si photo-TFTs) and
reaching (4−10) × 105 A/W in PDI single fibers1241 and a
DPP-based D−A copolymer1242 in short-channel devices at low
illumination levels.

11.3. Photorefractive Devices and Novel Effects

Applications of PR materials include holographic 3D dis-
plays,662,663 image processors (amplifiers, novelty filters, optical
correlators),1271−1273 imaging through turbid medium (includ-
ing coherence-gated holographic imaging for medical applica-
tions),1063,1274−1276phase conjugation, optical limiting,1277 non-
contact surface defect control,1278,1279optical waveguid-
ing,1280−1284 temporal characterization of ultrafast pulses,1285

and many others.1286 Comprehensive discussions of earlier
work can be found in refs 220, 628, and 629. Here the progress
in applications of PR organic materials since 2012 is briefly
summarized.

11.3.1. 3D Displays. Over the past decade, impressive
progress has been made in the development of PR polymer-
based 3D updatable holographic displays.662,663,677,1287 Holo-
graphic recording of an image of a 2D object involves formation
of the hologram (refractive index grating) in the PR material
created by interfering “object” and “reference” beams (Section
6). Here the “object” beam contains amplitude and phase
information about the object (e.g., using reflection or
transmission through the real object or a simulated pattern
using a spatial light modulator). To read off the hologram, a
reading beam reproducing the wavefront of the reference beam
is diffracted from the hologram, creating the image of the
object. In the case of a 3D object, the object information is
created using either a 3D computer model or a series of images

Table 11. High-Performance Organic Phototransistors

Material
R (A/W) (wavelength (nm), light intensity

(mW/cm2))a Iph/Idark
b

Mobilityc

(cm2/(Vs) Notesd Ref

Small-molecule-based photo-FETs
ABT 1000 (white, 0.03) 800 0.4 BG/TC (SiO2,OTS) (vapor) 1260
Me-ABT 12000 (white, 0.03) 6000 1.7 BG/TC (SiO2,OTS) Single crystal 1261
A-EHDTT >14000 (400, 0.014) 1.4 × 105 1.2−1.6 BG/TC (SiO2,OTS) Single crystal 100
Py4THB 2000 (400, 0.056) 1.2 × 106 0.7 BG/TC (SiO2,OTS) Single crystal 1262
4(HPBT) 2500−4300 (436, 0.068−0.03) 4 × 105 0.0013 BG/BC (SiO2) (solution) 1263
diF TES-ADT 1500 (white, 0.17) 7 × 106 0.54 BG/TC (solution)

(SiO2,HDMS,PFBT)
961

BBDTE 9820 (365, 0.04) 105 1.6 BG/TC (SiO2,OTS) Single crystal 1264
PDI-Cn 4.1 × 105 (580, 0.007) 10 0.0004 BG/BC (SiO2,HDMS) Drop-cast

fibers
1241

Polymer-based photo-FETs
PSeTPTI/
PC61BM

4808 (white, 0.107) 2200 (365, 0.043) (D* =
3.1 × 1016)

1.7 × 107

7.3 × 107
0.12 BG/TC (SiO2) 1265

DPPSPBTSPE
NW

1920 (632, 24) 103 24 BG/TC (SiO2,OTS) 1266

PPhTQ 400 (white, 15) 0.5 0.09h, 0.06e BG/BC (SiO2,HDMS) 1267
PQBOCB 970 (white, 0.28) 1.4 × 104 0.13 BG/TC (SiO2) 1268
P(DPP4T-co-
BDT)

4000 (white, 0.01) 6.8 × 105 0.047 BG/TC (SiO2) 1269

PTz 2530 (white, 0.65) 1.7 × 104 0.46 BG/TC (SiO2) 1270
PDPPTzBT 106 (white, 0.0007) 108 1.2 BG/TC (SiO2,PMMA) 1242
aResponsivity R in A/W. The values in parentheses represent the wavelength (in nm) and the light intensity (in mW/cm2) at which the responsivity
was obtained. bThe ratio of the source-drain photocurrent and dark current. cCharge carrier mobility (in cm2/(Vs)) measured in the same photo-
FETs. dDevice structure and device preparation notes. BG = bottom gate; BC = bottom contact; TC = top contact; HDMS = hexamethyldisilazane;
OTS = octadecyltrimethoxysilane; PMMA = poly(methyl)methacrylate; PFBT = pentafluorobenzenethiol.
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of a real object taken from different viewpoints and perspectives
(holographic stereography). These perspectives are then
optically multiplexed onto different regions of the recording
medium, while keeping track of all angles and perspectives used
in recording across the entire display. The image reconstruction
is then performed similarly to that in real object holography.
Jolly et al.1288 demonstrated proof-of-principle computer

generated holograms (CGHs) directly written in the PR
polymer device. Instead of holographic recording of images
from various viewpoints, CGHs are calculated by computa-
tional modeling of interference between the object and the
reference beam. Then, the interference pattern is, for example,
displayed by the spatial light modulator and directly imaged by
the medium as the intensity distribution. This method could be
a cost-effective alternative to holographic stereography,
featuring simpler design and a reduced footprint.
The performance of PR displays relies on high diffraction

efficiency, fast video-rate recording times, and hologram
persistence times depending on how long the display is
expected to store the recorded information. Because
optimization of all these characteristics most often involves a
trade-off, additional steps have been introduced into the image
recording/read-out protocols, such as voltage “kick-off” (image
recording at higher voltages than image read-out, to minimize
recording times and maximize persistence times)662 or
preillumination (image recording after the medium had been
uniformly illuminated).669 Blanche et al.663 demonstrated an
∼2 s recording of the 4′′ × 4′′ image in a PATPD-
CAAN:FDCST:ECZ:PCBM film using a single nanosecond
laser pulse to record each holographic pixel element (hogel).
This writing speed enabled taking a live feed from 16 cameras
of a speaker and integrating those in a real-time “telepresence”
system. They also achieved a two-color reconstruction by
angularly multiplexing separate holograms recorded for each
wavelength (Figure 35(a)). In the follow-up work,1287 Lynn et
al. demonstrated an ∼8 s recording of a 30 cm × 15 cm image
using the same laser, with an improved resolution due to a
reduced hogel size (<200 μm), a display brightness of >2,500
cd/m2, and the three-color gamut (Figure 35(b)) exceeding
that of a standard HDTV.
One of the limitations for practical applications of PR organic

materials has been the necessity of high applied electric fields
and high recording light intensities to promote faster response
time. Therefore, reduction of the operating voltage and light
intensity, yet maintaining fast recording speed, has been a
subject of intensive research. Tsujimura et al.1289 obtained a
∼35% diffraction efficiency with the response time of 39 ms in
the PDAS:ECZ:FDCST:PCBM composite at 45 V/μm and 10
mW/cm2 cw 532 nm writing beams, demonstrating a sub-50-
ms refresh speed in the dynamic holographic images recorded
in this sample. In a follow-up work, Giang et al.677 obtained an
over 80% diffraction efficiency in a PDAS:BBP:7-DCST:PCBM
composite at 40 V/μm and demonstrated a dynamic hologram
of an object rotating with a speed of 0.042 rad/s recorded in
this material at 25 V/μm.
11.3.2. Laser-Based Ultrasound. Laser-based ultrasound

(LBU) is a nondestructive technique for remote sensing,
inspection, and manufacturing diagnostics for many industrial
applications. In contrast to piezoelectric transducer-based
systems, the LBU method allows for vibration control in
surfaces of complex geometry as well as in hazardous and high
temperature environments. The most common vibration
detection devices are laser interferometers, which are used to

measure the small displacements produced when an ultrasonic
wave reaches and distorts a surface. One such approach utilizes
two-wave mixing in a PR material to combine a signal beam,
distorted after reflection from the test surface in motion, with a
plane-wave reference beam and to match their wavefronts for
homodyne detection.1278,1279 The hologram in the PR material
acts as an adaptive beamsplitter, which combines the two beams
with exact wavefront matching, thus allowing efficient coherent
detection. A figure of merit for two-wave mixing-based
homodyne detection is a noise-equivalent surface displacement
amplitude defined as follows:1278

δ λ
π ηλ

α
=

Γ
hc L

L4 2
exp[ /2]

sin[ ] (60)

where λ is the wavelength, η is the quantum efficiency of the
detector, α is the absorption coefficient, Γ is the 2BC gain
coefficient, and L is the interaction length in a PR material.
Homodyne detection systems based on several PR polymer

composites, with sensitivity of ∼0.1 nm, have been demon-
strated.1278,1279 In PVK:7-DCST (or AODCST or DCDHF-
6):BBP:C60 (or PCBM)) the noise-equivalent surface displace-
ment amplitude (δ) given by eq 60 was found to be δ = (7.2−
9.5) × 10−8 nm (W/Hz)1/2.1278,1279 Zamiri et al.1279 used a PR
interferometer based on the PVK:AODCST:BBP:PCBM
composite, with the 2BC gain coefficient Γ of 60 cm−1 at 50
V/μm and a ∼60 ms response time, to remotely determine the
defect location, the defect profile, and the sample thickness in
Al and steel sheets.

11.3.3. Ultrasound-Modulated Optical Tomography.
Imaging inside the turbid medium, for example biological
tissues, represents a challenge due to strong light scattering. PR

Figure 35. Two-colored (a) and full-color (b) rewritable holograms
obtained in a PR polymer film. Part (a) is reprinted with permission
from ref 663. Copyright 2010 Nature Publishing Group. Part (b) is
reprinted from ref 1287 under license in Journal of Physics:Conference
Series by IOP Publishing Ltd.
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effect-based phase conjugation mirror (PCM) offers one of the
potential solutions, via time-reversal “clean-up” of the beam
wavefront distorted by the medium. Recently, a time-reversed
ultrasonically encoded (TRUE) method for optical focusing
inside the scattering medium was developed.1290,1291 In this
technique, a focused ultrasound beam “encodes” randomly
scattered photons that propagate through the ultrasound focus
with a shift frequency. The “encoded” light then interferes with
a reference beam, and the interference pattern is recorded in
the PR medium. The medium also serves as a PCM when the
reading beam counter-propagating to the reference beam reads
out the hologram, thus generating a phase-conjugated copy of
the “encoded” light. In this FWM configuration, the time-
reversed wavefront converges back to the ultrasound focal zone,
forming an optical focus. Using the TRUE technique, the
authors were able to image through media with thickness of up
to 120 photon mean-free paths lscat (for human skin, lscat ∼ 1
mm) using PR polymer composite (PATPD-CAAN:FDC-
ST:ECZ:PCBM) as a PCM. In a follow-up work, Suzuki et
al.1292 considerably simplified the setup by removing the time-
reversal component and instead relying on the 2BC gain of the
PR medium in a two-wave mixing experiment. They
demonstrated imaging through ∼94 photon mean free paths,
equivalent to ∼94 mm of breast tissue for light in the red or
near-IR spectral range, with sensitivity outperforming that of
inorganic PR crystals.
11.3.4. Photonic Applications. Several recent develop-

ments have emerged that are promising for applications of PR
organic materials in photonics. Li et al.1293 fabricated a PR
photonic colloidal crystal using silica microspheres embedded
in a PR PDLC (5CB:PMMA:C60). The optical transmission
spectrum exhibited a transmission stop band (reduction in
transmission in a particular wavelength range), tunable by
applied electric field in the 0−3 V/μm range enabled by the
electric field-dependent refractive index of the PDLC. In a two-
wave mixing configuration, 2BC was observed, which was
considerably enhanced at particular angles of incidence,
correlated with those for the photonic stop band.
Abbott et al.1294 demonstrated interaction of a surface

plasmon polariton (SPP) with a refractive index grating. For
that, they fabricated a LC cell using a rubbed PVK:C60
photoconductive film of 80−150 nm thickness as an alignment
layer which was deposited on a 40 nm layer of Au. The SPP was
launched at the Au/PVK:C60 interface, and its propagation was
studied depending on the photoinduced director orientation in
the LC. The latter was controlled by the space-charge field in
the photoconductive layer formed by two interfering beams in
the presence of an applied electric field. The authors were able
to induce the SPP diffraction which could be optically
controlled by changing the applied voltage, light intensity,
and angle between the two interfering beams (grating pitch). In
follow-up work, Daly et al.1295 proposed a model describing PR
grating-induced plasmon−plasmon coupling and Proctor et
al.1296 studied in detail the electric and PR behavior of LC cells
utilizing substrates with photoconductive layers depending on
the applied electric field and excitation conditions.
Xue et al.1297 fabricated dye-doped LC cells on ZnSe layers

and showed that the band structure of the SPP at the ZnSe/LC
interface can be controlled by the photoinduced space-charge
field in ZnSe. They also observed 2D diffraction patterns, which
were attributed to the light-SPP coupling.
The nonlinear refractive index change in PR materials can

also potentially be utilized in wave-guiding applica-

tions.1282,1283,1298 One interesting possibility is realization of
optical spatial solitons, which are nonlinear self-trapped
wavepackets that propagate through the medium without
diffraction.1299 Solitons are of interest both from the fascinating
physics perspective (e.g., their particle-like interactions) and for
applications in waveguiding and beam steering. PR solitons are
important because of several reasons, including the facts that
they can be generated at low cw power and that a weak soliton
beam can induce a waveguide for more intense beams at
wavelengths at which the PR effect is less efficient. The PR
solitons were studied extensively in PR crystals, and the soliton
and its capability to guide beams at other wavelengths have
been demonstrated in PR organic materials.1282,1283,1300 There
has been recent theoretical work on a variety of soliton types
and their interaction in PR organic materials,1301−1303 which is
awaiting experimental realization.

11.4. Other Optoelectronic Applications

Optoelectronic applications are by no means limited to those
discussed above. There are also exciting applications of organic
optoelectonic materials in biosensors, biomimetics, memory
devices, optically switchable1304 and light-emitting TFTs, etc.
See recent reviews (Table S1) in, for example, refs 1037, 1039,
and 1305. The most widely known optoelectronic application
of organic semiconductors is organic light-emitting diodes
(OLEDs). Because OLEDs do not rely on photoinduced
charge carrier dynamics, detailed description of OLEDs is
beyond the scope of this review; see, for example, refs 6 and
1306. However, given the large overlap in physical mechanisms
and resulting issues involved in the performance of OLEDs and
devices discussed above, a brief account of current trends and
achievements is included below.
OLEDs have received considerable attention during the past

20 years, having reached IQEs of nearly 100%, EQEs of over
50% for monochrome OLEDs, and luminous efficacies similar
to those of fluorescent tubes in white LEDs (WOLEDs).
OLEDs currently represent the success story of widely
commercialized applications of organic semiconductors, rapidly
developing in two main directionsOLED displays and OLED
lightning. Several aspects of the physics of OLEDs are still
developing;1307,1308 for example, Malissa et al.1307 recently
demonstrated that hyperfine interactions enable room-temper-
ature control of OLED conductivity by manipulation of nuclear
spin states.
Operation of an OLED is based on electroluminescence

(EL), in which light emission is obtained by radiative
recombination of excitons created in a solid by injection of
the holes and electrons from the electrodes followed by their
moving toward each other in an applied electric field. The
efficiency of EL is determined by the efficiency of PL, by the
charge transport properties of the material, and by effects at
electric contacts. The internal EL efficiency (ΦEL) (to be
referred to as the IQE) is given by

γΦ = Φ*ΦEL PL eh (61)

where ΦPL is the intrinsic quantum efficiency for radiative decay
(both fluorescence and phosphorescence), Φ* is the fraction of
excitons formed that result in radiative transitions (theoret-
ically, Φ* = 0.25 in fluorescent materials, assuming a random
spin distribution of the injected carriers, and Φ* = 1 in
phosphorescent materials), and γeh is the ratio of electrons to
holes (or vice versa, to maintain γeh < 1) injected from the
electrode. The IQE is the measure of the number of photons
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emitted per electron injected, and it is based on the assumption
that all the light generated is received by an external observer.
The external efficiency (EQE) is a factor of 2n2 smaller than the
IQE, where n is the refractive index of the organic layer, unless
the device architecture incorporates a structure with improved
outcoupling efficiency such as an optical microcavity. Improve-
ment of the outcoupling efficiency is one of the main
challenges, and the area of research which could yield the
largest improvement in OLED efficiency.6

The main requirements for OLED materials are high
luminescence quantum yield in the solid state, good carrier
mobility (both n- and p-type), good film-forming properties
(pinhole free), good thermal and oxidative stability, and good
color purity (defined by the Commission Internationale de
L’Eclairage (CIE) coordinates). The first generation of OLEDs
was based on fluorescent materials. In this case, the emission of
light is the result of the recombination of singlet excitons, but
the IQE in accordance to eq 61 is limited to 25%, which results
in a maximal possible EQE of ∼5% (assuming the refractive
index of organic layer to be ∼1.7 and no outcoupling efficiency
enhancement). The second generation of OLEDs utilized
phosphorescent materials where all excitons can be converted
into emissive triplet states through efficient intersystem
crossing. Such materials exhibited up to four times higher
efficiency than fluorescent materials, relying on the presence of
heavy atoms such as iridium or platinum to increase spin−orbit
coupling that results in efficient intersystem crossing followed
by radiative triplet decay. Highly efficient green and red
electrophosphorescent emitters have been demonstrated, with
IQEs approaching 100%. Reineke et al.1309 reported dual
emission from a single-type molecule (BzP)PB embedded in
PMMA with efficient both fluorescence and phosphorescence
emission. Recently, the third generation OLEDs were
introduced, which use molecules exhibiting TADF (Section
2.7.2). The EQEs of nearly 20% were demonstrated,173 and
IQEs of nearly 100% were obtained in blue,173 green,174 yellow,
and red172 TADF-based devices.
White light-emitting diodes (WOLEDs) received consid-

erable attention both for full-color display applications and as a
potential replacement of white light incandescent sources.
Detailed description of WOLED architectures and of earlier
work can be found in ref 1310. Recent developments have been
summarized in ref 1311. In WOLEDs, the color quality is
characterized not only by the CIE coordinates, but also by the
color rendering index (CRI). For high-quality white-light
illumination, a stable CRI above 80 is required, which is a
challenge, as most current WOLEDs have CRIs below 70.1311

The broadband emission required for WOLEDs is typically
provided by a number of dopants or layers combined in the
WOLED using a variety of architectures, to achieve the
required emission characteristics. However, fluorescent “white
single polymers” have also been developed, exhibiting CRI of
85,1312 although with lower EQEs as compared to those in
doped or multilayer WOLEDs. Development of stable blue
emitters has been one of the main challenges, which potentially
could be addressed by TADF-based blue fluorescent
emitters,175 which have recently approached IQEs of
100%.173 Simultaneous achievement of high efficiencies and
stable, bias-independent white emission remains a challenge,
which needs addressing via material design, device architecture,
or both.

11.5. Summary

Impressive advances have been achieved in the performance of
organic optoelectronic devices, driven by a better under-
standing of device physics and of fundamental properties of
organic materials, as well as by improvements in fabrication
procedures and device architecture. The efficiency of OPVs has
been steadily increasing, and pathways to improve PCEs via
engineering of properties of CT states, reduction in disorder,
and controlling the morphology have been identified. As the
current performance is still below the predicted thermodynamic
limit of over 20%, there is a considerable potential for
improvement. There has been significant progress in the
development of organic photodetector/photo-TFT technology
and its applications. The availability of new high-mobility
materials such as D−A copolymers, which also exhibit unique
photophysical properties170 and promote charge separation,
should further boost the performance and facilitate the
optimization of the EQE, bandwidth, and detectivity. The
organic PR display and imaging technology has made
impressive progress; incorporation of novel photoconductive
polymers and nonfullerene sensitizers into PR devices may
dramatically improve the PR dynamics, bringing this technol-
ogy closer to commercialization. A number of novel photonic
applications of PR materials have also been demonstrated and/
or predicted theoretically, which are now awaiting further
developments.

12. SUMMARY AND OUTLOOK

The field of organic optoelectronics has experienced tremen-
dous progress over the past 10 years, both in understanding of
the fundamental physics of charge generation and transport and
in material design, fabrication, and processing methods. This
enabled demonstration of charge carrier mobilities of up to 40−
50 cm2/(Vs) in molecular crystals and polymers and PCEs of
over 10% in organic solar cells, as well as realization of novel
applications such as full-color PR polymer 3D display. In spite
of the remarkable advances, more work is necessary in all
aspects of the field, including theoretical descriptions of charge
generation and transport, experimental discovery and valida-
tion, and material design.
Theoretical models of charge generation need to be further

developed to incorporate the spin-dependent dynamics,
delocalization, and microscopic characteristics of the material.
The origin and quantitative description of ultrafast charge
generation in pristine organic materials requires further studies.
In D/A HJs, understanding of how various manifestations of
coherence contribute to charge separation, how the D−A
character of the donor polymer and particular aspects of
morphology promote charge generation with a minimal driving
force, and how thermodynamics and kinetics work synergisti-
cally in determining the charge generation efficiency is
necessary.
In the description of charge transport in crystalline materials,

clear guidelines are necessary to distinguish between con-
tributions of various interactions (such as electron coupling to
low-frequency lattice vibrations vs high-frequency intramolec-
ular vibrations) and to determine the dominant contribution to
charge transport. Experimental evidence that directly probes
and quantifies such contributions is desirable. Quantitative
descriptions of charge transport in high-mobility D−A
polymers are also yet to be developed and are necessary to
guide further design of these materials. Given the structural
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complexity of organic polycrystalline materials and blends,
charge transport models that specifically take into account the
microscopic structure are needed. Finally, an upper limit on
charge carrier mobility in organic materials is yet to be
determined.
On the materials side, design guidelines are necessary for

future D−A copolymers, nonfullerene acceptors, and materials
with intramolecular singlet fission. Organic acceptors for singlet
fission donors are also desirable. Because many high-perform-
ance optoelectronic materials rely on the presence of crystalline
phases and, in the case of BHJ solar cells, on a fine balance
between the crystalline and amorphous phases, tight control of
morphology and experimental procedures for an in situ
characterization of local nanoenvironment and its contribution
to device characteristics are required. This tight control over
the morphology is relaxed in amorphous materials, rendering
such materials with low disorder and high mobilities to be of
considerable importance; these are promising candidates as a
photoconductive component in the PR medium and could be a
good choice for applications for which mobilities on the order
of 1 cm2/(Vs) are sufficient. Several nontraditional approaches
highlighted in the review may inspire future directions in the
development of new-generation materials and devices. These
include naturally derived sustainable materials and devices
combining benefits of organic and inorganic components.
On the fabrication and processing side, more work is needed

to translate the high performance obtained on laboratory
devices to large-area organic devices deposited via in-air R2R
processing in an industrial setting. The compatibility of
processing technology with green chemistry should also be an
important goal. Another critical goal is to achieve long-term
stability of devices with respect to environmental and
continuous use-related factors.
Although organic optoelectronic materials have been known

for more than a century, the fascinating physics of their
interaction with light, depending on various factors, is still being
discovered every day, in single-crystal or thin-film devices and
at nanoscales, down to the single-molecule level, and from
femtoseconds to many seconds after photoexcitation. The
potential for discovery as well as the balance between the
complexity of issues involved and technologically important
breakthroughs continue driving the field of organic optoelec-
tronics toward refined models, thought-provoking discoveries,
new-generation material design, commercialization of existing
applications, and demonstration of novel applications. It is
exciting to be a part of this fascinating journey.
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LIST OF ABBREVIATIONS
Ac = anthracene
ABT = anthra[2,3-b]benzo[d]thiophene
ADT = anthradithiophene
A-EHDTT = anthracene substituted with two 2-ethynyl-5-
hexyldithieno[3,2-b:2′,3′-d] groups at the 9,10-positions
AODCST = [2-[4-bis(2-methoxyethyl)amino]benzylidene]-
malononitrile
ARPES = angle-resolved photoemission spectroscopy
ATOP = 1-alkyl-5-[2-(5-dialkylaminothienyl)methylene]-4-
alkyl-[2,6-dioxo-1,2,5,6-tetrahydropyridine]-3-carbonitrile
BACE = bias-assisted charge extraction
BBDTE = (E)-1,2-bis(benzo[1,2-b:4,5- b′ ]dithiophen-2-
yl)ethene
BBP = butyl benzyl phthalate
2BNCM = N-2-butyl-2,6-dimethyl-4H-pyridone-4-ylidene-
cyanomethyl acetate
2BC = two-beam coupling
BDOH-PF = poly[9,9-bis(3,6-dioxaheptyl)fluorene-2,7-diyl]
BHJ = bulk heterojunction
BO-ADPM = B,O-chelated azadipyrromethene
BSE = Bethe−Salpeter equation
BTBT = benzothienobenzothiophene
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BTR = benzodithiophene terthiophene rhodamine
BTT = [1,2-b:3,4-b:5,6-d]trithiophene
CA = camphoric anhydride
CAAN = carbaldehyde aniline
CARS = coherent anti-Stokes Raman scattering
CC2TA = 2,4-bis[3-(9H-carbazol-9-yl)-9H-carbazol-9-yl]-6-
phenyl-1,3,5-triazine
CDCB = carbazolyl dicyanobenzene
CDM = correlated disorder model
CDT-BTZ = poly[2,6-(4,4-bis-alkyl-4H-cyclopenta-[2,1-
b;3,4-b0]-dithiophene)-alt-4,7-(2,1,3-enzothiadiazole)]
CELIV = current extraction under linear increasing voltages
CIE = Commission Internationale de l’Eclairage
5CB = 4′-(n-pentyl)-4-cyanobiphenyl
CMS = charge modulation spectroscopy
CPZ = conjugated polymer zwitterion
CPE = conjugated polyelectrolyte
CT = charge transfer
CuPc = copper phthalocyanine
CV = cyclic voltammetry
Cy7-T = heptamethine cyanine dye
DAN = deterministic aperiodic nanostructures
DATT = dianthra[2,3-b:2′,3′-f]thieno[3,2-b]thiophene
DBDC = 3-(N,N-di-n-butyl-aniline-4-yl)-1-dicyanomethyli-
dene-2-cyclohexene
DBFI-EDOT = 2,5-bis(8-(17-phenyl)-7,9,16,18-tetraazaben-
zodifluoranthene-3,4,12,13-tetracarboxylic acid diimide)-3,4-
ethylenedioxythiophene
DBP = tetraphenyl-dibenzoperiflanthene
DCB = dichlorobenzene
DCDHF = dicyanomethylenedihydrofuran
2DES = two-dimensional electron spectroscopy
DCVnT = dicyanovinyl-substituted oligothiophenes
DFT = density functional theory
DIO = 1,8-diiodooctane
diF R-ADT = difluorinated anthradithiophene derivative
with side groups R
diCN R-ADT = dicyano-substituted anthradithiophene
derivative with side groups R
7-DCST = 4-(azepan-1-yl)benzylidenemalononitrile
DMNPAA = 2,5-dimethyl-(4-p-nitrophenylazo)anisole
DNTT = dinaphto-thieno-thiophene
DOO-PPV = poly(dioctyloxy)phenylenevinylene
DOS = density of states
2DPP-TEG = NCS2DPP-OD-triethylene glycol
DPP-DTT = poly(N -alkyl diketopyrrolo-pyrrole
dithienylthieno[3,2-b]thiophene)
DPPDBTE = poly[2,5-bis(2-decyltetradecyl)pyrrolo[3,4-c]-
pyrrole-1,4-(2H,5H)-dione-(E)-1,2-di(2,2′-bithiophen-5-yl)-
ethene]
DPPDTSE = [2,5-bis(2-decyltetradecyl)pyrrolo[3,4-c]-
pyrrole-1,4-(2H,5H)-dione-(E)-(1,2-bis(5-(thiophen-2-yl)-
selenophen-2-yl)ethene]
DPP-SVS = diketopyrrolopyrrole−selenophene vinylene
selenophene
DPT = 5,12-diphenyl tetracene
DRCNnT = A−D−A molecules with septithiophene back-
bone with 2-(1,1-dicyanomethylene)rhodamine end groups
DTBDT = 4,7-di-2′-thienyl-2,1,3,-benzothiadiazole
DTDCTB = 2-((7-(5-(dip-tolylamino)thiophen-2-yl)benzo-
[c][1,2,5]thiadiazol-4-yl)methylene)malononitrile
DTP = di(2-thienyl)
ECZ = N-ethylcarbazole

EL = electroluminescence
EQE = external quantum efficiency
ESR = electron spin resonance
FDCST = 4-homopiperidino-2-fluorobenzylidene malononi-
trile
FET = field-effect transistor
FF = fill factor
Fm-rubrene = bis(trifluoromethyl)dimethylrubrene
F2-TCNQ = difluorotetracyanoquinodimethane
F4-TCNQ = tetrafluorotetracyanoquinodimethane
F8BT = poly(9,9′-dioctylfluorene-co-benzothiadiazole)
F8 R-Pn = octafluoro pentacene derivative with side groups
R
FRET = Förster resonant energy transfer
FSRS = femtosecond stimulated Raman scattering
FWM = four-wave mixing
GDM = Gaussian disorder model
Hex = hexacene
HOMO = highest occupied molecular orbital
4(HPBT) = 1,2,4,5-tetra(50-hexyl-[2,2′]-bithiophenyl-5-
vinyl)-benzene
HV-BT = 4,7-bis[2-(1-hexyl-4,5-dicyano-imidazol-2-yl)-
vinyl]benzo[c]-[1,2,5]-thiadiazole
ICBA = indene-C(60) bisadduct
ICL = interconnecting layer
IDTBT = indacenodithiophene-co-benzothiadiazole
IF = indenofluorene
IQE = internal quantum efficiency
IRAV = infrared active vibrational modes
ISC = intersystem crossing
KFPM = Kelvin force probe microscopy
LUMO = lowest unoccupied molecular orbital
NPD = N,N′-bis(1-naphthyl)-N,N′-diphenyl-1,1′-biphenyl-
4,4′-diamine
MBPT = many-body perturbation theory
Me-ABT = oligoarene 6-methyl-anthra[2,3-b]benzo[d]-
thiophene
MeLPPP = methyl-substituted ladder-type poly(para-phenyl-
ene)
o-MeO-DMBI = 2-(2-methoxyphenyl)-1,3-dimethyl-2,3-di-
hydro-1H-benzoimidazole
MeO-TPD = (N,N,N′,N′-tetrakis(4-methoxyphenyl)-
benzidine)
MDMO-PPV = poly[2-methoxy-5-(30,70-dimethylocty-
loxy)-1,4-phenylenevinylene]
MEH-PPV = poly[2-methoxy,5-(2′-ethyl-hexoxy)-1,4-phe-
nylenevinylene]
MNPAA = 3-methoxy-(4-p-nitrophenylazo)anisole
MSAPBS = 4,4′-(((methyl(4-sulphonatobutyl)ammonio)bis-
(propane-3,1-diyl)) bis(dimethyl-ammoniumdiyl))bis-(bu-
tane-1-sulphonate)
m-MTDATA = 4,4A,4″-tris[3-methylphenyl(phenyl)-
amino]triphenylamine
Nph = naphthalene
NDI = naphthalene diimide
NSN = silane-containing triazine derivative
PATPD = poly(acrylic tetraphenyldiaminobiphenyl)
PBDTTT-C = alkylthiophene-2-yl-substituted benzo[1,2-
b:4,5-b′]-dithiophene
PBDTT-FTTE = poly(4,8-bis(5-(2-ethylhexyl)thiophen-2-
yl)-benzo[1,2-b;4,5-b′]dithiophene-2,6-diyl-alt-(4-(2-ethyl-
hexyl)-3-fluorothieno[3,4-b]thiophene-)-2-carboxylate-2,6-
diyl)
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PBTTPD-HT = copolymer with benzo[1,2-b:4,5-b′]-
dithiophene and thieno[3,4-c]pyrrole-4,6-dione groups
PBI = perylene bisimide
PBTTT = poly(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-b]-
thiophene)
PC61BM = [6,6]-phenyl-C61-butyric acid methyl ester
PC71BM = [6,6]-phenyl C71-butyric acid methyl ester
PCE = power conversion efficiency
PCDTBT = poly[N-900-hepta-decanyl-2,7-carbazole-alt-5,5-
(40,70-di-2-thienyl-20,10,30-benzothiadiazole)
PCDTPT = poly[4-(4,4-dihexadecyl-4Hcyclopenta[1,2-
b:5,4-b′]dithiophen-2-yl)-alt-[1,2,5]thiadiazolo[3,4-c]-
pyridine]
PCPDTBT = poly[2,6-(4,4-bis(2-ethylhexyl)-4H-
cyclopenta[2,1-b;3,4-b′]-dithiophene)-alt-4,7-(2,1,3-benzo-
thiadiazole)]
PDA = polydiacetylene
PDAS = poly(4-diphenylamino)styrene
PDBPyBT = D−A copolymer with 3,6-di(pyridin-2-yl)-
pyrrolo[3,4-c ]pyrrole-1,4(2H, 5H)-dione acceptor
PDI = perylene diimide
PDIF-CN2 = N,N′-1H,1H-perfluorobutyl dicyanoperylene-
carboxydiimide
PDPPTPT = dioxopyrrolo[3,4-c]pyrrole-1,4-diyl-alt -{[2,2′-
(1,4-phenylene)bithiophene]-5,5′-diyl}]
PDPP-CNTVT = Poly[2,5-bis(2-octyldodecyl)pyrrolo[3,4-
c] pyrrole-1,4(2 H, 5 H) -dione-(E)-[2,2′-bithiophen]-5-yl)-
3-(thiophen-2-yl)acrylonitrile])
p-DTS(FBTTh2)2 = 7,7′-(4,4-bis(2-ethylhexyl)-4H-silolo-
[3,2-b:4,5-b′]dithiophene-2,6-diyl)bis(6-fluoro-4-(5′-hexyl-
[2,2′-bithiophen]-5-yl)benzo[c][1,2,5]thiadiazole)
PDCST = 4-piperidinobenzylidenemalononitrile
PDVT-10 = poly[2,5-bis(2-decyltetradecyl)pyrrolo[3,4-c]-
pyrrole-1,4(2H,5H)-dione-alt-5,5-di(thiophen-2-yl)-2,2′-
(E)-2-(2-(thiophen-2-yl)vinyl)thiophene]
PEDOT:PSS = poly(3,4-ethylenedioxythiophene):polystyr-
enesulfonate
PEIE = polyethylenimine
PI = polyimide
PID2 = poly-3-oxothieno[3,4-d]isothiazole-1,1-dioxide/ben-
zodithiophene
PIDTT-DFBT = poly(indacenodithieno[3,2-b]thiophene-
difluoro-benzothiadiazole)
PF10TBT = poly[2,7-(9,9-didecylfluorene)-alt-5,5-(4′,7′-di-
2-thienyl-2′,1′,3′-benzothiadiazole)]
PF6-TPD = poly(N,N′-bis(4-hexylphenyl)-N′-(4-(9-phenyl-
9H-fluoren-9-yl)phenyl)-4,4′-benzidine)
PFH = poly(9,9-dihexylfluorene-2,7-diyl)
PFN = poly[(9,9-bis(3′-(N,N-dimethylamino)propyl)-2,7-
fluorene)-alt-2,7-(9,9-dioctylfluorene)]
PFO = poly(9,9-dioctylfluorene)
PFPE = perfluoropolyether
PL = photoluminescence
PMMA = poly(methyl)methacrylate
Pn = pentacene
p(NDI2OD-T2) = poly([N,N′-bis(2-octyldodecyl)-
naphthelene-1,4,5,8-bis(dicarboximide)-2,6-diyl]-alt-5,5′-
(2,2′-bithiophene))
P3HT = poly(3-hexylthiophene)
P3OT = poly(3-octylthiophene)
PPV = poly(p-phenylenevinylene)
PQT-12 = poly(3,3‴-didodecylquaterthiophene)
PR = photorefractive

PSEHTT = poly[(4,4′-bis(2-ethylhexyl)dithieno[3,2-b:2′,3′-
d]silole)-2,6-diyl-alt-(2,5-bis(3-(2-ethylhexyl)thiophen-2-yl)-
thiazolo[5,4-d]thiazole)]
PSeTPTI = poly{2,5-selenophene-alt-2,8-(4,10-bis(2-
hexyldecyl))thieno[2′,3′:5,6]pyrido[3,4-g]thieno[3,2-c]-
isoquinoline-5,11(4H,10H)-dione}
PSF-BT = poly(spirobifluorene-co-benzothiadiazole)
P8T2Z-C12 = poly(tetryldodecyloctathiophene-alt-didode-
cylbithiazole)
PTAA = poly(triarylamine)
PTCDA = 3,4,9,10-perylene tetracarboxylic dianhydride
PTB7 = polythieno[3,4-b]thiophene/benzodithiophene
PTDPPSe = diketopurrolopyrrole-selenophene copolymer
with hybrid siloxane-solubilizing groups
PTZ = bithiazole-thiazolothiazole
PVK = poly(N-vinylcarbazole)
QY = quantum yield
SF = singlet fission
SCLC = space-charge limited current
SMFS = single-molecule fluorescence spectroscopy
SSH = Su−Schrieffer−Heeger
SPAD = single-photon avalanche photodiode
Spiro-CN = spirobifluorene derivative with two triarylamino
donor and two cyano acceptor groups
SRH = Shockley−Read−Hall
STB = stilbene
SubNc = subnaphthalocyanine chloride
SubPc = subphthalocyanine chloride
SWCNT = single-wall carbon nanotube
TADF = thermally activated delayed fluorescence
TAT = 7,8,15,16-tetraazaterylene
TAS = transient absorption spectroscopy
Tc = tetracene
t-Bu BTBTB = (6,12-bis[2-(t-butyl)ethynyl]benzo[1,2-b:4,5-
b]bis(1)benzothiophene
t-Bu-PBD = 2-(biphenyl-4-yl)-5-(4-tert-butylphenyl)-1,3,4-
oxadiazole
TCDF = time-delayed-collection-field
TCHS = (tricyclohexylsilyl)ethynyl
TCNQ = tetracyanoquinodimethane
TDF = time-delayed fluorescence
TES = (triethylsilyl)ethynyl
TFB = poly(9,9-dioctyl-fluorene-co-N-(4-butylphenyl)-di-
phenylamine)
TIPS = (triisopropylsilyl)ethynyl
THz = terahertz
TMTES = tetramethyltriethylsilylethynyl
TMTSF = tetramethyltetraselenafulvalene
TNF = 2,4,7-trinitro-9-fluorenone
TNFM = (2,4,7-trinitro-9-fluorenylidene)malononitrile
3TPYMB = tris[3-(3-pyridyl)mesityl]borane
TPV = transient photovoltage
TRMC = time-resolved microwave conductivity
TR-2PPE = time-resolved two-photon photoemission
TTPO = 5,6,7-trithiapentacene-13-one
oDCB = o-dichlorobenzene
ZnOOEP = zinc octakis (B-octyloxyethyl)porphyrin
6T = sexithiophene
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(11) Schröter, M.; Ivanov, S. D.; Schulze, J.; Polyutov, S. P.; Yan, Y.;
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N.; Côte,́ M.; Reynolds, L. X.; Haque, S. a.; Stingelin, N.; Spano, F. C.;
et al. Two-Dimensional Spatial Coherence of Excitons in Semicrystal-
line Polymeric Semiconductors: Effect of Molecular Weight. Phys. Rev.
B: Condens. Matter Mater. Phys. 2013, 88 (15), 155202.
(98) Spano, F. C.; Silvestri, L. Multiple Mode Exciton-Vibrational
Coupling in H-Aggregates: Synergistic Enhancement of the Quantum
Yield. J. Chem. Phys. 2010, 132 (9), 094704.
(99) Piaggi, A.; Lanzani, G.; Bongiovanni, G.; Mura, A.; Graupner,
W.; Meghdadi, F.; Leising, G.; Nisoli, M. Emission Properties of Para-
Hexaphenyl Polycrystalline Films. Phys. Rev. B: Condens. Matter Mater.
Phys. 1997, 56 (16), 10133−10137.
(100) Kim, K. H.; Bae, S. Y.; Kim, Y. S.; Hur, J. a.; Hoang, M. H.;
Lee, T. W.; Cho, M. J.; Kim, Y.; Kim, M.; Jin, J., Il; et al. Highly
Photosensitive J-Aggregated Single-Crystalline Organic Transistors.
Adv. Mater. 2011, 23 (27), 3095−3099.
(101) Kaiser, T. E.; Scheblykin, I. G.; Thomsson, D.; Würthner, F.
Temperature-Dependent Exciton Dynamics in J-Aggregates-When
Disorder Plays a Role. J. Phys. Chem. B 2009, 113 (48), 15836−15842.
(102) Würthner, F.; Kaiser, T. E.; Saha-Möller, C. R. J-Aggregates:
From Serendipitous Discovery to Supramolecular Engineering of

Functional Dye Materials. Angew. Chem., Int. Ed. 2011, 50 (15), 3376−
3410.
(103) Niles, E. T.; Roehling, J. D.; Yamagata, H.; Wise, A. J.; Spano,
F. C.; Moule, A. J.; Grey, J. K. J-Aggregate Behavior in Poly-3-
Hexylthiophene Nanofibers. J. Phys. Chem. Lett. 2012, 3, 259−263.
(104) Yamagata, H.; Spano, F. C. Strong Photophysical Similarities
between Conjugated Polymers and J-Aggregates. J. Phys. Chem. Lett.
2014, 5 (3), 622−632.
(105) Sung, J.; Kim, P.; Fimmel, B.; Wu, F.; Kim, D. Direct
Observation of Ultrafast Coherent Exciton Dynamics in Helical π-
Stacks of Self-Assembled Perylene Bisimides. Nat. Commun. 2015, 6,
8646.
(106) Kang, J. H.; Da Silva Filho, D.; Bredas, J. L.; Zhu, X. Y. Shallow
Trap States in Pentacene Thin Films from Molecular Sliding. Appl.
Phys. Lett. 2005, 86 (15), 152115.
(107) Eggeman, A. S.; Illig, S.; Troisi, A.; Sirringhaus, H.; Midgley, P.
a. Measurement of Molecular Motion in Organic Semiconductors by
Thermal Diffuse Electron Scattering. Nat. Mater. 2013, 12 (11),
1045−1049.
(108) Shepherd, W. E. B.; Platt, A. D.; Hofer, D.; Ostroverkhova, O.;
Loth, M.; Anthony, J. E. Aggregate Formation and Its Effect on
(opto)electronic Properties of Guest-Host Organic Semiconductors.
Appl. Phys. Lett. 2010, 97 (16), 163303.
(109) Rawat, N.; Pan, Z.; Manning, L. W.; Lamarche, C. J.; Cour, I.;
Headrick, R. L.; Waterman, R.; Woll, A. R.; Furis, M. I. Macroscopic
Molecular Ordering and Exciton Delocalization in Crystalline
Phthalocyanine Thin Films. J. Phys. Chem. Lett. 2015, 6, 1834−1840.
(110) Spano, F. C. Optical Microcavities Enhance the Exciton
Coherence Length and Eliminate Vibronic Coupling in J-Aggregates. J.
Chem. Phys. 2015, 142 (18), 184707.
(111) Swathi, R. S.; Sebastian, K. L. Resonance Energy Transfer from
a Dye Molecule to Graphene. J. Chem. Phys. 2008, 129 (5), 054703.
(112) Swathi, R. S.; Sebastian, K. L. Long Range Resonance Energy
Transfer from a Dye Molecule to Graphene Has (distance)-4
Dependence. J. Chem. Phys. 2009, 130 (8), 086101.
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Beljonne, D. To Hop or Not to Hop? Understanding the Temperature
Dependence of Spectral Diffusion in Organic Semiconductors. J. Phys.
Chem. Lett. 2013, 4 (10), 1694−1700.
(122) Jiang, Y.; Zhong, X.; Shi, W.; Peng, Q.; Geng, H.; Zhao, Y.;
Shuai, Z. Nuclear Quantum Tunnelling and Carrier Delocalization

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13379

http://dx.doi.org/10.1021/acs.chemrev.6b00127


Effects to Bridge the Gap between Hopping and Bandlike Behaviors in
Organic Semiconductors. Nanoscale Horiz. 2016, 1 (2), 53−59.
(123) Van Der Kaap, N. J.; Katsouras, I.; Asadi, K.; Blom, P. W. M.;
Koster, L. J. A.; De Leeuw, D. M. Charge Transport in Disordered
Semiconducting Polymers Driven by Nuclear Tunneling. Phys. Rev. B:
Condens. Matter Mater. Phys. 2016, 93 (14), 140206.
(124) Pelzer, K. M.; Fidler, A. F.; Griffin, G. B.; Gray, S. K.; Engel, G.
S. The Dependence of Exciton Transport Efficiency on Spatial
Patterns of Correlation within the Spectral Bath. New J. Phys. 2013, 15,
095019.
(125) Moix, J. M.; Khasin, M.; Cao, J. Coherent Quantum Transport
in Disordered Systems: I. the Influence of Dephasing on the Transport
Properties and Absorption Spectra on One-Dimensional Systems. New
J. Phys. 2013, 15, 085010.
(126) Kozlov, O. V.; De Haan, F.; Kerner, R. A.; Rand, B. P.; Cheyns,
D.; Pshenichnikov, M. S. Real-Time Tracking of Singlet Exciton
Diffusion in Organic Semiconductors. Phys. Rev. Lett. 2016, 116 (5),
057402.
(127) Najafov, H.; Lee, B.; Zhou, Q.; Feldman, L. C.; Podzorov, V.
Observation of Long-Range Exciton Diffusion in Highly Ordered
Organic Semiconductors. Nat. Mater. 2010, 9 (11), 938−943.
(128) Irkhin, P.; Biaggio, I. Direct Imaging of Anisotropic Exciton
Diffusion and Triplet Diffusion Length in Rubrene Single Crystals.
Phys. Rev. Lett. 2011, 107 (1), 017402.
(129) Stehr, V.; Engels, B.; Deibel, C.; Fink, R. F. Anisotropy of
Singlet Exciton Diffusion in Organic Semiconductor Crystals from Ab
Initio Approaches. J. Chem. Phys. 2014, 140 (2), 024503.
(130) Ward, K. a.; Richman, B. R.; Biaggio, I. Nanosecond Pump and
Probe Observation of Bimolecular Exciton Effects in Rubrene Single
Crystals. Appl. Phys. Lett. 2015, 106 (22), 223302.
(131) Lin, J. D. a.; Mikhnenko, O. V.; Chen, J.; Masri, Z.; Ruseckas,
A.; Mikhailovsky, A.; Raab, R. P.; Liu, J.; Blom, P. W. M.; Loi, M. A.;
et al. Systematic Study of Exciton Diffusion Length in Organic
Semiconductors by Six Experimental Methods. Mater. Horiz. 2014, 1
(2), 280.
(132) Mikhnenko, O. V.; Kuik, M.; Lin, J.; Van Der Kaap, N.;
Nguyen, T. Q.; Blom, P. W. M. Trap-Limited Exciton Diffusion in
Organic Semiconductors. Adv. Mater. 2014, 26 (12), 1912−1917.
(133) Markov, D. E.; Tanase, C.; Blom, P. W. M.; Wildeman, J.
Simultaneous Enhancement of Charge Transport and Exciton
Diffusion in Poly(p-Phenylene Vinylene) Derivatives. Phys. Rev. B:
Condens. Matter Mater. Phys. 2005, 72 (4), 045217.
(134) Yang, J.; Zhu, F.; Yu, B.; Wang, H.; Yan, D. Simultaneous
Enhancement of Charge Transport and Exciton Diffusion in Single-
Crystal-like Organic Semiconductors. Appl. Phys. Lett. 2012, 100 (10),
103305.
(135) Shen, Y.; Giebink, N. C. Monte Carlo Simulations of
Nanoscale Electrical Inhomogeneity in Organic Light-Emitting Diodes
and Its Impact on Their Efficiency and Lifetime. Phys. Rev. Appl. 2015,
4, 054017.
(136) Verreet, B.; Bhoolokam, A.; Brigeman, A.; Dhanker, R.;
Cheyns, D.; Heremans, P.; Stesmans, A.; Giebink, N. C.; Rand, B. P.
Reducing Exciton-Polaron Annihilation in Organic Planar Hetero-
junction Solar Cells. Phys. Rev. B: Condens. Matter Mater. Phys. 2014,
90, 115304.
(137) Deotare, P.; Chang, W.; Hontz, E.; Congreve, D.; Shi, L.;
Reusswig, P.; Modtland, B.; Bahlke, M.; Lee, C.; Willard, V.; et al.
Nanoscale Transport of Charge Transfer States in Organic Donor-
Acceptor Blends. Nat. Mater. 2015, 14, 1130−1134.
(138) Chan, W.-L.; Ligges, M.; Jailaubekov, a.; Kaake, L.; Miaja-Avila,
L.; Zhu, X.-Y. Observing the Multiexciton State in Singlet Fission and
Ensuing Ultrafast Multielectron Transfer. Science (Washington, DC, U.
S.) 2011, 334 (6062), 1541−1545.
(139) Berkelbach, T. C.; Hybertsen, M. S.; Reichman, D. R.
Microscopic Theory of Singlet Exciton Fission. II. Application to
Pentacene Dimers and the Role of Superexchange. J. Chem. Phys. 2013,
138 (11), 114103.

(140) Tao, G. Electronically Nonadiabatic Dynamics in Singlet
Fission: A Quasi-Classical Trajectory Simulation. J. Phys. Chem. C
2014, 118 (31), 17299−17305.
(141) Mirjani, F.; Renaud, N.; Gorczak, N.; Grozema, F. C.
Theoretical Investigation of Singlet Fission in Molecular Dimers:
The Role of Charge Transfer States and Quantum Interference. J. Phys.
Chem. C 2014, 118, 14192−14199.
(142) Renaud, N.; Grozema, F. C. Intermolecular Vibrational Modes
Speed Up Singlet Fission in Perylenediimide Crystals. J. Phys. Chem.
Lett. 2015, 6 (3), 360−365.
(143) Aryanpour, K.; Shukla, A.; Mazumdar, S. Theory of Singlet
Fission in Polyenes, Acene Crystals, and Covalently Linked Acene
Dimers. J. Phys. Chem. C 2015, 119, 6966−6979.
(144) Berkelbach, T. C.; Hybertsen, M. S.; Reichman, D. R.
Microscopic Theory of Singlet Exciton Fission. III. Crystalline
Pentacene. J. Chem. Phys. 2014, 141 (7), 074705.
(145) Ramanan, C.; Smeigh, A. L.; Anthony, J. E.; Marks, T. J.;
Wasielewski, M. R. Competition between Singlet Fission and Charge
Separation in Solution-Processed Blend Films of 6,13-Bis-
(triisopropylsilylethynyl)- Pentacene with Sterically-Encumbered
Perylene-3,4:9,10- Bis(dicarboximide)s. J. Am. Chem. Soc. 2012, 134,
386−397.
(146) Herz, J.; Buckup, T.; Paulus, F.; Engelhart, J.; Bunz, U. H. F.;
Motzkus, M. Acceleration of Singlet Fission in an Aza-Derivative of
TIPS-Pentacene. J. Phys. Chem. Lett. 2014, 5 (14), 2425−2430.
(147) Pensack, R. D.; Tilley, A. J.; Parkin, S. R.; Lee, T. S.; Payne, M.
M.; Gao, D.; Jahnke, A. A.; Oblinsky, D. G.; Li, P.-F.; Anthony, J. E.;
et al. Exciton Delocalization Drives Rapid Singlet Fission in
Nanoparticles of Acene Derivatives. J. Am. Chem. Soc. 2015, 137
(21), 6790−6803.
(148) Burdett, J. J.; Bardeen, C. J. Quantum Beats in Crystalline
Tetracene Delayed Fluorescence due to Triplet Pair Coherences
Produced by Direct Singlet Fission. J. Am. Chem. Soc. 2012, 134 (20),
8597−8607.
(149) Bayliss, S. L.; Chepelianskii, A. D.; Sepe, A.; Walker, B. J.;
Ehrler, B.; Bruzek, M. J.; Anthony, J. E.; Greenham, N. C. Geminate
and Nongeminate Recombination of Triplet Excitons Formed by
Singlet Fission. Phys. Rev. Lett. 2014, 112 (23), 238701.
(150) Zimmerman, P. M.; Bell, F.; Casanova, D.; Head-Gordon, M.
Mechanism for Singlet Fission in Pentacene and Tetracene: From
Single Exciton to Two Triplets. J. Am. Chem. Soc. 2011, 133 (49),
19944−19952.
(151) Burdett, J. J.; Müller, A. M.; Gosztola, D.; Bardeen, C. J.
Excited State Dynamics in Solid and Monomeric Tetracene: The Roles
of Superradiance and Exciton Fission. J. Chem. Phys. 2010, 133 (14),
144506.
(152) Piland, G. B.; Bardeen, C. J. How Morphology Affects Singlet
Fission in Crystalline Tetracene. J. Phys. Chem. Lett. 2015, 6, 1841−
1846.
(153) Busby, E.; Berkelbach, T. C.; Kumar, B.; Chernikov, A.; Zhong,
Y.; Hlaing, H.; Zhu, X.-Y.; Heinz, T. F.; Hybertsen, M. S.; Sfeir, M. Y.;
et al. Multiphonon Relaxation Slows Singlet Fission in Crystalline
Hexacene. J. Am. Chem. Soc. 2014, 136 (30), 10654−10660.
(154) Lee, J.; Bruzek, M. J.; Thompson, N. J.; Sfeir, M. Y.; Anthony,
J. E.; Baldo, M. a. Singlet Exciton Fission in a Hexacene Derivative.
Adv. Mater. 2013, 25 (10), 1445−1448.
(155) Thorsmølle, V. K.; Averitt, R. D.; Demsar, J.; Smith, D. L.;
Tretiak, S.; Martin, R. L.; Chi, X.; Crone, B. K.; Ramirez, a. P.; Taylor,
a. J. Morphology Effectively Controls Singlet-Triplet Exciton
Relaxation and Charge Transport in Organic Semiconductors. Phys.
Rev. Lett. 2009, 102, 017401.
(156) Wan, Y.; Guo, Z.; Zhu, T.; Yan, S.; Johnson, J.; Huang, L.
Cooperative Singlet and Triplet Exciton Transport in Tetracene
Crystals Visualized by Ultrafast Microscopy. Nat. Chem. 2015, 7
(September), 785−792.
(157) Yost, S. R.; Lee, J.; Wilson, M. W. B.; Wu, T.; McMahon, D. P.;
Parkhurst, R. R.; Thompson, N. J.; Congreve, D. N.; Rao, A.; Johnson,
K.; et al. A Transferable Model for Singlet-Fission Kinetics. Nat. Chem.
2014, 6 (6), 492−497.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13380

http://dx.doi.org/10.1021/acs.chemrev.6b00127


(158) Yao, Y. Coherent Dynamics of Singlet Fission Controlled by
Nonlocal Electron-Phonon Coupling. Phys. Rev. B: Condens. Matter
Mater. Phys. 2016, 93 (11), 115426.
(159) Tamura, H.; Huix-Rotllant, M.; Burghardt, I.; Olivier, Y.;
Beljonne, D. First-Principles Quantum Dynamics of Singlet Fission:
Coherent versus Thermally Activated Mechanisms Governed by
Molecular Pi Stacking. Phys. Rev. Lett. 2015, 115 (10), 107401.
(160) Wang, L.; Olivier, Y.; Prezhdo, O. V.; Beljonne, D. Maximizing
Singlet Fission by Intermolecular Packing. J. Phys. Chem. Lett. 2014, 5,
3345−3353.
(161) Renaud, N.; Sherratt, P. a.; Ratner, M. a. Mapping the Relation
between Stacking Geometries and Singlet Fission Yield in a Class of
Organic Crystals. J. Phys. Chem. Lett. 2013, 4 (7), 1065−1069.
(162) Burdett, J. J.; Bardeen, C. J. The Dynamics of Singlet Fission in
Crystalline Tetracene and Covalent Analogs. Acc. Chem. Res. 2013, 46
(6), 1312−1320.
(163) Trinh, M. T.; Zhong, Y.; Schiros, T.; Chen, Q.; Jockusch, S.;
Sfeir, M. Y.; Steigerwald, M.; Nuckolls, C.; Zhu, X. Intra- to Inter-
Molecular Singlet Fission. J. Phys. Chem. C 2015, 119, 1312−1319.
(164) Sanders, S. N.; Kumarasamy, E.; Pun, A. B.; Trinh, M. T.;
Choi, B.; Xia, J.; Taffet, E. J.; Low, J. Z.; Miller, J. R.; Roy, X.; et al.
Quantitative Intramolecular Singlet Fission in Bipentacenes. J. Am.
Chem. Soc. 2015, 137, 8965−8972.
(165) Varnavski, O.; Abeyasinghe, N.; Arago,́ J.; Serrano-Peŕez, J. J.;
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Nanosecond Response of Organic Solar Cells and Photodiodes: Role
of Trap States. Phys. Rev. B: Condens. Matter Mater. Phys. 2011, 83
(19), 195211.
(620) Seki, K.; Marumoto, K.; Tachiya, M. Bulk Recombination in
Organic Bulk Heterojunction Solar Cells under Continuous and
Pulsed Light Irradiation. Appl. Phys. Express 2013, 6, 051603.
(621) Hofacker, A.; Oelerich, J. O.; Nenashev, A. V.; Gebhard, F.;
Baranovskii, S. D. Theory to Carrier Recombination in Organic
Disordered Semiconductors. J. Appl. Phys. 2014, 115 (22), 223713.
(622) Street, R. A. Localized State Distribution and Its Effect on
Recombination in Organic Solar Cells. Phys. Rev. B: Condens. Matter
Mater. Phys. 2011, 84 (7), 075208.
(623) MacKenzie, R. C. I.; Shuttle, C. G.; Dibb, G. F.; Treat, N.; Von
Hauff, E.; Robb, M. J.; Hawker, C. J.; Chabinyc, M. L.; Nelson, J.
Interpreting the Density of States Extracted from Organic Solar Cells
Using Transient Photocurrent Measurements. J. Phys. Chem. C 2013,
117 (24), 12407−12414.
(624) Abbaszadeh, D.; Kunz, A.; Wetzelaer, G. A. H.; Michels, J. J.;
Crac̆iun, N. I.; Koynov, K.; Lieberwirth, I.; Blom, P. W. M. Elimination
of Charge Carrier Trapping in Diluted Semiconductors. Nat. Mater.
2016, 15, 628−633.
(625) Oh, J. W.; Lee, C.; Kim, N. The Effect of Trap Density on the
Space Charge Formation in Polymeric Photorefractive Composites. J.
Chem. Phys. 2009, 130 (13), 134909.
(626) Tsujimura, S.; Fujihara, T.; Sassa, T.; Kinashi, K.; Sakai, W.;
Ishibashi, K.; Tsutsumi, N. Enhanced Photoconductivity and Trapping

Rate through Control of Bulk State in Organic Triphenylamine-Based
Photorefractive Materials. Org. Electron. 2014, 15 (12), 3471−3475.
(627) Fujihara, T.; Mamiya, J.; Kawamoto, M.; Sassa, T. Dark
Current and Light Illumination Effects on Grating Formation during
Periodic Long-Term Operation in Photorefractive Polymers. J. Appl.
Phys. 2014, 115 (2), 023109.
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Efficient Photorefractive Organic Polymers Based on Benzonitrile Shiff
Bases Nonlinear Chromophores. J. Phys. Chem. C 2011, 115 (48),
23955−23963.
(677) Giang, H. N.; Kinashi, K.; Sakai, W.; Tsutsumi, N.
Photorefractive Response and Real-Time Holographic Application of
a poly(4-(diphenylamino)benzyl Acrylate)-Based Composite. Polym. J.
2014, 46 (1), 59−66.
(678) Zhang, L.; Shi, J.; Yang, Z.; Huang, M.; Chen, Z.; Gong, Q.;
Cao, S. Photorefractive Properties of Polyphosphazenes Containing
Carbazole-Based Multifunctional Chromophores. Polymer 2008, 49
(8), 2107−2114.
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(680) Gallego-Goḿez, F.; del Monte, F.; Meerholz, K. Mechanisms
for High-Performance and Non-Local Photoisomerization Gratings in
a Sol-Gel Material. Adv. Funct. Mater. 2013, 23 (30), 3770−3781.
(681) Tsutsumi, N.; Kinashi, K.; Sakai, W.; Nishide, J.; Kawabe, Y.;
Sasabe, H. Real-Time Three-Dimensional Holographic Display Using
a Monolithic Organic Compound Dispersed Film. Opt. Mater. Express
2012, 2 (8), 1003.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00127
Chem. Rev. 2016, 116, 13279−13412

13394

http://dx.doi.org/10.1021/acs.chemrev.6b00127


(682) Tsutsumi, N.; Kinashi, K.; Ogo, K.; Fukami, T.; Yabuhara, Y.;
Kawabe, Y.; Tada, K.; Fukuzawa, K.; Kawamoto, M.; Sassa, T.; et al.
Updatable Holographic Diffraction of Monolithic Carbazole-Azoben-
zene Compound in Poly(methyl Methacrylate) Matrix. J. Phys. Chem.
C 2015, 119 (32), 18567−18572.
(683) Wu, P.; Sun, S. Q.; Baig, S.; Wang, M. R. Nanoscale Optical
Reinforcement for Enhanced Reversible Holography. Opt. Express
2012, 20 (3), 3091.
(684) Ishii, N.; Kato, T.; Abe, J. A Real-Time Dynamic Holographic
Material Using a Fast Photochromic Molecule. Sci. Rep. 2012, 2, 819.
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Walk-off Suppression in Photorefractive Polymer-Based Coherence
Domain Holography. Appl. Phys. B: Lasers Opt. 2011, 102 (4), 803−
807.
(1276) Hwang, J.; Choi, J.; Kim, C.; Kim, W.; Oh, J.; Kim, N.
Coherence Gated Three-Dimensional Imaging System Using Organic
Photorefractive Holography. Bull. Korean Chem. Soc. 2014, 35 (3),
938−940.
(1277) Gubler, U.; He, M.; Wright, D.; Roh, Y.; Twieg, R.; Moerner,
W. E. Monolithic Photorefractive Organic Glasses with Large
Coupling Gain and Strong Beam Fanning. Adv. Mater. 2002, 14 (4),
313−317.
(1278) Klein, M. B.; Bacher, G. D.; Grunnet-Jepsen, A.; Wright, D.;
Moerner, W. E. Homodyne Detection of Ultrasonic Surface
Displacements Using Two-Wave Mixing in Photorefractive Polymers.
Opt. Commun. 1999, 162 (1), 79−84.
(1279) Zamiri, S.; Reitinger, B.; Portenkirchner, E.; Berer, T.; Font-
Sanchis, E.; Burgholzer, P.; Sariciftci, N. S.; Bauer, S.; Fernańdez-
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