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The single-particle spectral function measures the density of electronic states in a
material as a function of both momentum and energy, providing central insights into
strongly correlated electron phenomena. Here we demonstrate a high-resolution method
for measuring the full momentum- and energy-resolved electronic spectral function of
a two-dimensional (2D) electronic system embedded in a semiconductor. The technique
remains operational in the presence of large externally applied magnetic fields and
functions even for electronic systems with zero electrical conductivity or with zero
electron density. Using the technique on a prototypical 2D system, a GaAs quantum
well, we uncover signatures of many-body effects involving electron-phonon
interactions, plasmons, polarons, and a phonon analog of the vacuum Rabi splitting in
atomic systems.

I
nside of semiconductors and metals, neg-
atively charged electrons interact with each
other and with positively charged ions and
impurities, creating complex many-particle
systems (1). Despite the strong electron-electron

Coulomb repulsions in solids, Landau-Fermi liquid
theory predicts that in a degenerate Fermi system,
electrons near the Fermi energy level EF behave
as weakly interacting quasiparticles (1, 2). This
happens because the degenerate electrons below
the Fermi level screen the Coulomb potential be-
tween particles and restrict the phase space avail-
able for excited electrons to scatter. When energies
of electron interactions are large compared with
the Fermi energy, such as for systems with low
electron density and/or under strong magnetic
fields, the description in terms of weakly interact-
ing quasiparticles of the Fermi liquid theory no
longer applies; electrons show strongly correlated
behaviors, accompanied by unscreened, effectively
enhanced electron-phonon (e-ph) and electron-
electron (e-e) interactions. This phenomenon affects
experimentally important quantities—e.g., trans-
port, thermodynamic, and optical properties—and
may lead to exotic phases such as superconductiv-
ity and the fractional quantum Hall effect (3, 4).
The spectral function—thedistribution of single-

particle electronic states in energy andmomentum
space—is a fundamental physical quantity that di-
rectly reflects underlyingmany-body interactions.
Physicists have extensively developed the theory
of the spectral function of electron liquid and
strongly correlated electron systems (1, 2, 5, 6).
Established tools such as scanning tunneling mi-
croscopy and angle-resolved photoemission spec-
troscopy (ARPES) have contributed greatly to

the understanding of the electronic structure of
solids bymeasuring the spectral function or quan-
tities related to it (7, 8). However, thesemethods
only probe the electronic systems at the sample
surface and do not work if the sample is electri-
cally insulating. Thus, there has been no means
for accurate determination of the spectral func-
tion of subsurface electronic systems created by
molecular beam epitaxy (MBE), such as GaAs/
GaAlAs quantumwells (QWs), a long-time testbed
for understanding fundamental physics (e.g., quan-
tum Hall effects) and device applications. Most
experimental studies in these systems use trans-
port or thermodynamic probes that have sensitiv-
ity only to the average thermodynamic behavior
of electrons near the Fermi energy.
Here we demonstrate a method of tunneling

spectroscopy, termed momentum- and energy-
resolved tunneling spectroscopy (MERTS), that
utilizes fine control of themomentumand energy
of tunnel-injected electrons anddirectlymeasures
the spectral functions of a 2D electron system in a
QW at various densities, including near-depleted
and fully depleted (insulating) regimes. This tech-
nique can visualize the pronounced e-ph and e-e
interaction effects deep inside solids.
In MERTS, we controllably generate a colli-

mated packet of electrons with precisely defined
energy E and momentum k from an adjacent
probe layer (a 2DQW) and, bymeans of tunnel-
ing, inject the electrons into the unoccupied quan-
tum states of the target 2D system tomeasure its
spectral function. Electrons from this collimated
beam can tunnel into the target 2D electron sys-
tem only when unoccupied states are available
with the same energy andmomentum, resulting
inE-k selectivity of the tunneling process (Fig. 1).
The tunneling probability is, as a result, directly
proportional to the spectral function for adding
a particle into the 2D system (1, 2, 9). To achieve
high E-k resolution, in the probe layer, we pre-

pare electrons with a very small Fermi surface
(containing a very lowdensity of electronsn≈ 3 ×
1010 cm–2, with EF ≈ 1.0 meV and kF ≈ 0.004 Å–1;
these numbers set the resolution of the technique)
atE=0andk=0 (G-point in theGaAs conduction
band minimum), and we translate the momen-
tum of the packet by using a magnetic field B||
applied perpendicular to the tunneling direction,
giving electrons a momentum shift of Dkx;y ¼
eB∥y;xdt=ħ in the tunneling process (10, 11). Here,
Dkx,y is the momentum translation of the tun-
neling electrons, e is the electron charge, dt is the
tunneling distance, and ħ is the reduced Planck
constant (Fig. 1, B and C). This effect can be
understood semiclassically as the momentum
gain of an electron in traversing the tunnel bar-
rier caused by themagnetic field–inducedLorentz
force. Investigators have previously used suchmo-
mentum boosts for examining band dispersions
in magnetotunneling studies of 2D systems
(10–13), quantum dots (14), and single donors
(15). For 2D systems (10–13), the measurements
in these works involved large Fermi surfaces in
both the probe and target wells, resulting in
tunneling currents that reflect convolutions of
two systems and variations in the in-plane elec-
trical conductivity in both layers, making it un-
feasible to obtain detailed spectral information.
In contrast, in MERTS, we achieve full momen-
tum and energy resolution by adapting a pulsed
tunneling method (16) that requires no direct
electrical contact to the system of two QWs and
does not rely on conductivity of the 2D systems;
themethod functions even if either or both of the
2D systems are electrically insulating. Essential
elements for effective implementation ofMERTS
include (i) maintenance of a small (pointlike)
Fermi surface of source electrons (probe layer);
(ii) elimination of lateral transport in either layer,
ensuring uniform tunneling at all points in the
plane; (iii) full tunability of the density in the target
layer; and (iv) a short-duty cycle pulsed technique
that ensures probing of a cold electronic state
of the target system.
An example of tunneling spectra of a 2D elec-

tron system in a GaAs/AlGaAs QW (Fig. 1A), mea-
sured with B|| applied along [100] (x axis) and
[010] (y axis), is plotted in Fig. 1E. We verified
the high fidelity of the momentum and energy
conservation in the tunneling process by compar-
ison to a numerical simulation performedwith the
same parameters (fig. S3). TheMBE-grownwafer
is specifically designed so that the probewell has
the low density described above. The probe and
target layers exist in a two-terminal capacitor
structure (Fig. 1A). We vary the density of the tar-
get 2D system by applying a dc voltage Vb across
the top and bottom electrodes, drawing charges
from the top capacitor electrode into the target
layer. In addition toVb, we apply repetitive short-
duration (~100-ns) voltage pulses to induce the
tunneling voltage Vt = Et/e = (E – EF)/e between
the source and target layer. Each voltage pulse
induces electrons to tunnel (vertically as in Fig. 1A)
from the probe layer into the target layer. This
vertical movement of charge results in the accu-
mulation of image charges on the top electrode
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of the capacitor, which we detect using a high-
electron-mobility transistor amplifier. Taking the
time derivative of this signal yields the tunneling
current. Between the short pulses, we apply an
opposite polarity pulse with duration controlled
by feedback to bring the target system back to
its original charge density and include a (10- to
100-ms) time delay to provide the target system
time to cool back down to a very low electron
temperature (17). InMERTS, the electronic den-
sity of states (DOS) is directly proportional to the
tunneling current I, in contrast to prior tunnel-
ingmeasurements using a 3D electrode inwhich
the DOS was proportional to dI/dV (16).
In Fig. 2, A to C, we show the E-k distributions

(dispersions) of electronic states at various carrier
densities n. We calibrate the momentum axis,
proportional toB||, on the basis of our knowledge
of the tunneling distance dt determined from
numerical simulations of the wave functions in
eachQW(designed to bedt = 26 nm, but changing
slightly with Vb). AdjustingVb to more negative
values decreases the electron density of the target
QWand eventually fully depletes it. The spectrum
labeled as an empty well in Fig. 2C shows the
depletion of electrons from the conduction band,
visualized by the bottom of the conduction band
edge rising above the Fermi level. The absence
of occupied extended electron states in the QW
is a clear signature of a system entering an in-

sulating phase, consistent with our capacitance
measurements of the structure.
The spectra display quantized subbands owing

to the confinement potential in the growth di-
rection (z axis). We identify the three lowest
subbands in the spectrum; the intensity of the
spectrum is stronger for subbands lying higher
in energy because the higher subbandwave func-
tions penetrate deeper into the barrier and thus
have stronger tunnel coupling to the probe well.
In amodel of the bands that neglects e-e and e-ph
interactions, the single particle energies en,k follow
en;k ¼ en;0þħ2=2meff � ðkx2þky2Þ � ð1þhjkj2Þ
(blue curves in Fig. 2E). Here, en,0 is the con-
finement energy of the nth subband, kx and ky
are planarmomenta,meff is the bandmass, and
h ≈ –43.7 Å2 is a parameter that accounts for
band nonparabolicity (17, 18). However, a more
comprehensive picture beyond this effective mass
approximation comes from the description of in-
teracting electrons with the spectral function
(1, 2, 7, 9)

AðE; kÞ ¼ 1

p
jImSj

ðE � en;k � ReSÞ2 þ ðImSÞ2 ð1Þ

where E is the energy of injected electrons in
the measurement. All of the interparticle inter-

actions that influence the electronic dispersion
are summed to yield themodified complex-valued
self-energy S of the (quasi)particles. In the qua-
siparticle approximation, the real part of the self-
energy (ReS) represents the change of the particle
energy, and the imaginary part (ImS) is propor-
tional to the inverse of the particle lifetime (1, 19).
The controlled observation of this modification
in the electronic dispersion would be one of the
most direct ways to quantify and understand the
dynamics of an interactingmany-particle system.
The measured spectra in Fig. 2, A to C, at vari-

ous densities displaymultiple features that appear
to originate frommany-body interactions, includ-
ing the electron-to–longitudinal optical (LO) pho-
non coupling. Considering a LO phonon energy
of 36 meV, red arrows indicate expected loca-
tions of LO phonon features at 36 meV above EF
(Fig. 2, A, B, and E), or 36 meV above the bottom
of the first subband for the case of a depletedwell
(Fig. 2C). Blue arrows in Fig. 2, A to C and E, are
placed at 36meV above the bottom of the second
subband (see also fig. S4). To corroborate the
phonon effects, we modeled a self-energy S that
includes impurity broadening and e-ph interactions
in a weak-coupling limit (i.e., a perturbation
theory) to calculate the simulated tunneling
spectrum in Fig. 2D. The simulation involves
dispersionless LO phonons interacting with elec-
trons through the Frohlich Hamiltonian (17, 20),
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Fig. 1. Schematics of the
tunneling device and principles
of the energy-momentum
selection process. (A) The
vertical tunneling device used in
the experiment. Two GaAs
quantum wells (QWs; width of
20 nm each) are separated by
an Al0.8Ga0.2As potential barrier
(6 nm). Electrons in the top
(probe) QW with nearly
zero planar momentum probe
electronic states in the bottom
(target) QW. (B) The injection
of an electron packet probes
only empty available states
in the target layer. (C) Diagram
explaining the momentum
selection mechanism. The
in-plane field generates
a momentum boost in the
tunneling process to displace
the zero planar momentum into
kfinal ¼ eB∥dt=ħ in the bottom
QW. (D) E-k dispersions in the
presence of the in-plane field. In
(B) to (D), the occupied states
are shown in blue and red for
probe and target layers, respec-
tively. (E) Measured spectra
with B|| along the crystallo-
graphic axis of [100] and [010]
of GaAs. Multiple unoccupied
QW subbands are visible.
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appropriate for a polar semiconductor such as
GaAs (1). The simulated spectrum displays key
aspects of the measured spectrum, and we can
identify kinks and modifications (red and blue
arrows in Fig. 2D) of the spectrum generated by
the e-ph coupling; comparison with measured
spectra in Fig. 2, A to C and E, indicates that the
features located near 36 and ~70 to 80 meV in
the spectrum originate from the e-ph interaction
combined with a specific subband structure.
For more quantitative analysis, we extract the

real and imaginary components of the self-energy
S by determining the peak locations and widths
of momentum distribution curves (MDCs) of the
spectra. We extract the self-energy using ReS =
E–e(kpeak)andjImSj ≈ ðDk� 0:0032 Å

–1Þ� ħvg0
(21–23), where the subtraction of 0.0032 Å–1 is

to take account of the finite size of theFermi surface
of the probe QW, and vg0 is the bare group ve-
locity [section 5 of (17)]. In Fig. 2F, the extracted
ImS values at various densities show steplike
features. These steplike features in |ImS|, indi-
cated by red and blue dashed lines, correspond
to the features respectively highlighted by red
and blue arrows in Fig. 2, A to C and E. A steplike
feature in the imaginary part of self-energy gen-
erally arises as a consequence of electrons inter-
acting with a nearly dispersionless bosonicmode
(1, 9). This strongly suggests that these features
in the self-energy arise from e-ph interactions
in GaAs.
When the electron density of the target QW is

decreased to near depletion, electrons localize in
minima of a disordered potential and can no

longer screen interparticle interactions. Then the
validity of the perturbative calculations of the
self-energy stemming from the e-ph interaction
also becomes questionable [section 4 of (17)]. In
this regime in Fig. 2C, the spectrum appears con-
siderably different than the spectra in Fig. 2, A
and B. In particular, the quasiparticle dispersion
develops an unusually sharp kink emergent at an
unexpected position (dashed circle). The kink
structure exists only at very low density near the
depletion regime and at low temperature, unlike
other structures described previously. From the
shape of the kink, we conjecture that a strong
electron-boson coupling is emergent near electron
depletion (24). The energy of the kink is located
at ħW ≈ 48 meV above the first subband mini-
mum, where ħW is the energy of the conjectured
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Fig. 2. MERTS spectra at various densities n and extraction of
self-energy. (A to C) Tunneling spectra measured at 1.5 K for various
target QW densities (fig. S7 shows a full data set). In (A), three subbands
due to the nonzero width of the target well are visible. In (C), data are
shown for a gate voltage at which the target well first fully depletes. (D) A
tunneling spectrum simulation with a self-energy term that accounts for
impurity broadening and electron-phonon interactions. (E) A measured E-k
spectrum. The blue curves show the bare band dispersion ek – EF expected
from detailed band structure calculations (17, 18). We extract the self-
energy by measuring the peak locations kpeak and half-widths Dk of MDCs

(curves cut along the momentum axis at energy E). The red bars are
centered at kpeak and have widths of Dk. The yellow box marks an area of
the spectrum considered in Fig. 4. In (A) to (E), positions of red and blue
arrows mark expected positions of LO phonon features. (F) Extracted ImS
values at various densities. The solid (dashed) curves are for data
from the first (second) subband. The red and blue dashed (nearly vertical)
lines indicate expected LO phonon features calculated the same way
as the red and blue arrows in (A) to (C), respectively (17). Curves are offset
vertically for clarity, and the thin horizontal dashed-dotted line indicates
zero for each curve.
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bosonicmode. AlAs-like phonons exist at ~49meV
in Al0.8Ga0.2As, with an e-ph coupling constant
larger than that of GaAs (25). This emergence of
the kink coincides with an abrupt decrease in
compressibility in a separate measurement (fig.
S2). As localization arises in this regime, the onset
of this feature may indicate the development of
strongly bound states composed of a localized
electron and a phonon—i.e., polarons (26). This
idea is supported by the observation that the
kink structure disappears above temperature
T ≈ 16 K (fig. S8), suggesting that the confine-
ment from the disorder potential disappears
by thermally activated electron hoppings.
To further investigate the effect of electron con-

finement, we applied perpendicular magnetic
fields. As themagnetic field strength increases, the
Landauquantization stronglymodifies thedisper-
sion into discrete Landau levels (LLs) (Fig. 3A).

Because electrons are confined in a length scale
of themagnetic length lb, the dispersion spreads
over a finite extent in the momentum direction
whose magnitude is proportional to 1/lb.
At B⊥ > 0.52 T, all the electrons in the target

QW fall into the lowest LL (v < 2). Near 36meV
(∼ ħwLO, the energy of a LO phonon) above the
bottom of the unoccupied bands, the spectrum
shows an unexpectedly clear level splitting (yellow
arrow). We explain this as the polaronic effect
enhanced to the point where the LL of the sec-
ond subband resonantly interacts with the LL of
the first subband via a LO phonon. This is the sig-
nature behavior of the vacuumRabi splitting—in
this case, a “strong coupling” state between the
zero-phonon and one-phonon states (27, 28) (Fig.
3B)—and cannot be explained by any inelastic
process involving simple phonon scatterings.Upon
increasing the density of the 2D system so that

only a few empty states (Nempty) remain available
in the ground LL, the splitting disappears (Fig.
3D and fig. S9), consistent with the Rabi splitting
picture. The splitting magnitude varies as gcºffiffiffiffiffiffiffiffiffiffiffiffiffi

Nempty

p
º

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B� B0

p
(Fig. 3C). Here, B0 = 0.52 T

is the field value at which electrons fully occupy
the lowest LL and is roughly consistent with the
density n ~ 2.5 × 1010 cm–2 determined by capaci-
tance measurements. In this picture, the nearly
dispersionless modes of LO phonons and themas-
sive degeneracy of electrons, created by the flatten-
ing of the electronic dispersion in a perpendicular
magnetic field, contribute to the formation of the
strong coupling state. As we tune perpendicular
magnetic fields, the electronic spectral function
shows the transition from the weak limit (the
self-energy treatment at B = 0) to the strong limit
of e-ph interaction. We anticipate even stronger
polaronic effects in other semiconductor systems,
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Fig. 3. Evolution of E-k spectra under perpendicular magnetic fields.
(A) Measured spectra of the 2D electron system at a density of n ~ 2.5 ×
1010 cm–2 for various perpendicularly applied magnetic fields. With
increasing field, Landau quantizations with the cyclotron energy spacing
ħwc become apparent. At E – EF ≈ 40 meV, the spectrum displays a
level splitting in the 5-, 8-, and 10-T data. Tunneling into Landau levels
(LLs) produces features resembling line segments. The features
resulting from tunneling into a Landau index greater than zero appear
as line segments at nonzero k that are slanted away from horizontal
in the 5-, 8-, and 10-T data. The slants arise from the nonzero width of
our square QWs. (B) A simple model that explains the level splitting.
When the LO phonon energy matches the energy difference between
the first (blue lines) and second (orange line) subband, a resonance

occurs (purple lines) to produce the strongly coupled limit of an
electron and a phonon—i.e., a polaron. The splitting arises because a
long-lived composite state of the zeroth LL in the lowest (first) subband
together with a LO phonon ðjg; 1iÞ forms and resonantly interacts with
the zeroth LL of the second subband ðje;0iÞ. (C) The splitting energies
(blue circles) and error bars (vertical orange lines) are plotted as a
function of magnetic field. The dashed line is a curve-fit of the four data
points at nonzero B (from 2 to 10 T) to gc ¼ a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B� B0

p
with fixed B0 =

0.52 T, giving the fit parameter a ¼ 1:612 meV=
ffiffiffiffiffiffiffiðTÞp

. (D) The splitting
diminishes greatly for a spectrum measured at higher density, n ~ 1.3 ×
1011 cm–2, at 8 T. Color scales in (A) and (D) are calibrated so that
the same currents give rise to the same colors and intensities
(see also fig. S9).
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such as hole-doped GaAs, CdTe, and SrTiO3, that
have stronger e-ph interactions.
Theory predicts that e-e interactions lead to

changes in thermodynamic quantities (2, 29), but
these effects are subtle, and the measurements
are difficult to interpret (30). MERTS provides a
direct means for observing these interactions in
high-resolution spectra near the Fermi energy,
where LO phonons have small impact and the
dominantmodifications to the spectra arise from
e-e interactions (Fig. 4). At all densities, the mea-
sured |ImS| reaches theminimumvalue near the
Fermi level (Fig. 4B), in accord with the phase
space restriction argument of Fermi liquid theory;
the contribution from e-e interactions to the
inverse of the quasiparticle lifetime, 1/tq (or
2|ImS|), decreases to zero quadratically in energy
near the Fermi level (31). Owing to disorder, how-

ever, the inverse lifetime has a nonzero value even
at EF (32).
At low energies, additional structures can be

seen in Fig. 4, B and C, that strongly depend on
density (vertical arrows) and whose qualitative
evolution as a function of density suggests that
they originate from e-e interactions. The step-
like features in ImS and dips in ReS can be ex-
plained as electrons being scattered by plasmons.
The strength and locations of such features that
vary as a function of electron density n is in quan-
titative agreement with the theory of plasmons
in 2D (5, 6, 33). In this picture, the density de-
pendence comes from a combination of a varying
strength of the Coulomb screening by neighbor-
ing mobile electrons and a change of plasmon
dispersion itself (fig. S6). The plasmons modify
the electron dispersion near the Fermi level;

their energyhas a square-root densitydependence,
which is intrinsic to 2D plasmons (Fig. 4E). Our
data constitute a directmeasurement of quantities
that were only theoretically investigated previ-
ously (5, 6), demonstrating that the e-e scattering
is suppressed near the Fermi level until plasmons
meaningfully contribute to scattering processes.
Using ARPES, the effects of plasmon scattering
have been observed in the electron spectral func-
tion of massless electrons in graphene (34), but
the features in those data did not directly reveal
the plasmon dispersion relation.
The high energy andmomentum resolution of

MERTS make it particularly suitable for inves-
tigation of subtle quantum many-body effects.
There are a few examples where this technique
has immediate impact; under high magnetic
fields, the method can allow visualization of
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anisotropic wave functions of strongly correlated
phases in the quantum Hall regime and provide
crystallography of stripe phases, bubble phases,
and Wigner crystals (35). With further improve-
ments in materials, we anticipate that MERTS
may become more generally applicable to semi-
conducting structures (and oxides) grown by
MBE, because these can be grown with high-
precision tunnel barriers and quantum wells.
Importantly, MERTS is compatible with many
embedded structures [e.g., (36)] and the highest-
quality heterostructures for fundamental research,
opening an avenue for investigating the physics
of interacting particles in previously challenging
geometries.
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tightly controlled, the measured tunneling probability is proportional to the spectral function of the target system.
unoccupied states in a target layer deep in a heterostructure. Because the momentum and energy of the electrons are
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The spectral function of a material, which reflects the distribution of its electronic states as a function of
Delving deep into electronic properties
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