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Abstract

The problem of finding an upper bound for the infinity norm of signals from their sample values is called the peak value
problem. The peak value problem is a significant problem related to orthogonal frequency division multiplexing (OFDM)
which has applications in wireless networks, audio broadcasting, and mobile communications. In this article, we will first
answer the question of whether the zeros of a ⇡-sine-type function form a stable sampling set for B1

�⇡

, 0 < � < 1. Then,
we will address a related question of bounding the infinity norm of a given signal. The sampling set we use only requires
a bound on the maximum distance between two consecutive sampling points. Our result for estimating the bound works
for a nonuniform sampling set.

Keywords: ⇡-sine-type function; Stable sampling; Bernstein space.

1. Motivation

The primary use of sampling theorems such as the
Shannon sampling theorem is to reconstruct signals from
their sample values. Sampling theorems may di↵er from
each other in terms of sampling basis. Some bases are con-
structed using uniform sampling points such as the scaled
integers that follow the Nyquist rate, whereas others use
nonuniform sampling points. One example of the nonuni-
form sampling points is the sampling set that is formed by
the union of a shifted group (lattice) or, more generally,
by unions of shifted lattices [1]. Obviously, sampling the-
orems show a direct use of the sample values in the signal
reconstruction. Following the same acquisition, we pose an
interesting question regards to whether the peak value that
may occur during signal transmission can be estimated by
knowing the signal sample values. The problem of finding
an upper bound for the infinity norm of signals from their
samples is called the peak value problem. For a background
on the problem, see [2] and [3].

The peak value problem is a significant problem related
to orthogonal frequency division multiplexing (OFDM)

1The corresponding author. Alternative e-mails are:
ssuhyh@yahoo.com & alhammah@lifetime.oregonstate.edu.

which has applications in wireless networks and mobile
communications. OFDM has been used for wireless net-
works for its advantage in converting a wide-band fre-
quency channel into a series of narrow band frequency us-
ing a parallel multicarrier transmission scheme [4]. One
drawback of OFDM is the high peak-to-average power ra-
tio (PAPR) [5]. Several methods have been developed to
overcome this obstacle, which may occur in some circum-
stances. Some of those methods suggest computing the
magnitude of the transmitted signal in their schemes [3],
[6] and [7]. Not only computing the magnitude of the
transmitted signal does make the problem interesting but
also finding such a bound is important for showing the
stability of the sampling set over a certain function space.

In this paper, we address two questions related to the
peak value problem. First, we provide an a�rmative an-
swer to a question proposed by Boche and Mönich of
whether the zero set of a ⇡-sine-type function is a set of
stable sampling for the space B1

�⇡

, 0 < � < 1. We will
prove this by making use of a general result by A. Beurling
and some specific properties of sine-type functions. The
second and main result is an estimate for the peak value
of a function in B1

�⇡

, 0 < � < 1, based on its samples
on a sampling set that has a su�ciently small maximum
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gap between consecutive points, but is otherwise arbitrary.
An important tool in the proof is the sampling theorem of
Valiron-Tschakalo↵, for which we prove a new generalized
version.

This paper is organized as follows: Section 1 provides a
motivation for the problem. Section 2 defines and presents
preliminary results. Section 3 discusses the solvability of
stable sampling for certain function space. Section 4 dis-
cusses a generalization on Valiron-Tschakalo↵ sampling se-
ries. Section 5 presents the estimation of the infinity norm
where the sampling set is a perturbed set from the inte-
gers. Section 6 provides a numerical example of the main
result. Section 7 presents the conclusion of this paper fol-
lowed by an appendix in Section 8. The results of Sections
4 and 5 are based on the first author’s Ph.D. thesis [8].

2. Definitions and Preliminary Results

The norm that we consider here is the infinity norm
unless otherwise specified. An entire function f is of ex-
ponential type at most � (� > 0), and we write f is a
function of exponential type  �, if for any ✏ > 0 there
exists an A

✏

such that

|f(z)|  A
✏

e(�+✏)|z|

for all z 2 C. Let E denote the space of all entire functions
and E

�

denote the class of all entire functions of exponen-
tial type  �. A function of exponential type  � is said
to be a �-sine-type function if

(i) the zeros {�
k

}
k2Z of f are simple and separated (that

is, uniformly discrete, inf
j 6=k

|�
j

� �
k

| � � for all k 2
Z and some � > 0) and

(ii) there exist positive constants A, B, and ⌘ such that

Ae�|y|  |f(x+ iy)|  Be�|y| (1)

for all x, y 2 R and |y| � ⌘.

We define the generating function that will be used to cre-
ate the sampling basis by the following canonical product

' (z) = lim
N!1

Y

|k|N

✓
1� z

�
k

◆
, (2)

where (1 � z/�
k

) is replaced by z if �
k

= 0. It is known
that if �

k

= k 2 Z, then

' (z) =
1

⇡
sin⇡z.

The sinc function is defined as

sincz =

(
sin z

z

z 6= 0

1 z = 0
.

Lp(R) is the space of functions for which the p-th power
of the absolute value is Lebesgue integrable i.e.

kfk
p

=

✓Z

R
|f |p dµ

◆1/p

< 1,

and
kfk1 = max

x2R
|f (x)| < 1.

The Bernstein space, denoted Bp

�

, is the function space
that consists of all functions in E

�

whose restrictions to
the real line are in Lp(R). The norm for Bp

�

, 1  p  1
is given by kfkBp

�
= kfk

p

. The Bernstein spaces can be
ordered as follows:

B1
�

⇢ B2
�

⇢ . . . ⇢ B1
�

.

The general goal of this work is to estimate the peak
value of a function f which has been reconstructed from its
samples. In order to make the reconstruction of f from its
samples possible, we make the common assumption that
the functions are bandlimited, so that sampling theorems
can be applied. We call a function f bandlimited if its
Fourier transform f̂(⇠) vanishes for ⇠ outside a bounded in-
terval [��,�]. But such bandlimited functions are always
also entire functions. According to the Payley-Wiener the-
orem, bandlimited functions are entire functions of expo-
nential type  �. The Bernstein spaces used in this paper
consist of bandlimited functions. For example, the square
integrable bandlimited functions are the elements of the
Bernstein space B2

�

. The space B1
�

is readily the wider
class of functions that we can consider in this matter.

A set ⇤ = {�
k

}
k2Z is called a stable sampling set for

the space B1
�

if there exists a constant K such that

kfk1  K sup
k2Z

|f(�
k

)|

for all f 2 B1
�

[9, p. 1704]. After this definition, one can
clearly see the importance of such a bound from the re-
construction standpoint regardless of the sharpness of the
bound. However, having a smaller bound is more applica-
ble to the peak value problem.

The below result is about the infinity norm estimate of
a subclass of B1

⇡

, that contains all trigonometric polyno-
mials of degree  n with real coe�cients, that is

T
n

=
�
f | f(t) = a0

2 +
P

n

k=1 ak sin kt+ b
k

cos kt, t, a
k

, b
k

2 R
 

Theorem 1 (Ehlich and Zeller, [10]). Let m > n, m,n 2
N and f 2 T

n

.Then,

kfk1  1

cos ⇡n

2m

max
0k<2m

���f
⇣ ⇡

m
k
⌘��� . (3)

The estimate in (3) is sharp if and only if n|m.

Based on a previous result by Wunder and Boche [11],
Jetter, Pfander and Zimmermann [12] deduced an estimate
that is

kfk1 
r

m+ n

m� n
max

0kN�1

����f
✓
2⇡

N
k

◆����
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for f 2 T
n

where m � n+1 and N � m+n. In particular,
for N � 2n+ 1, the choice m = N � n gives

r
m+ n

m� n
=

r
N

N � 2n
.

For a background of the problem in signal processing, see
[5], [13] and [14].

3. The Solvability of Stable Sampling

In [15], Wunder and Boche obtained a result for the
subclass of B1

�⇡,0, 0 < � < 1 that is the restriction for
all functions that are real when restricted to the real line.
The result reads as follows:

Theorem 2 (Wunder and Boche, [15]). If 0 < � < 1 and
f 2 B1

�⇡,0, then

kfk1  1

cos(�⇡/2)
sup
k2Z

|f(�
k

)| . (4)

In (4) the sampling set is Z. If the sampling set Z in (4)
is to be replaced by aZ, then the factor 1/ cos (�⇡/2) has to
be replaced by 1/ cos (�⇡a/2) provided that 0 < � < 1/a.
Here, S will denote the set of all sampling patterns ⇤ =
{�

k

}
k2Z ⇢ R that are made of the zeros of a ⇡-sine-type

function. Accordingly, an interesting question is

Question 1. (Boche and Mönich, [16, p. 2218])
Let 0 < � < 1 and ⇤ = {�

k

}
k2Z 2 S. Does there exist

a constant C = C (�) such that

kfk1  C (�) sup
k2Z

|f(�
k

)|

for all f 2 B1
�⇡

?

In fact, a related question can be asked of whether the
estimate in (4) holds true if the integers are replaced by
a sampling set that satisfies the condition {�

k

}
k2Z ⇢ R,

|�
k

� k| < 1/4. This is a natural question since later on we
will make a comparison with a new bound that implements
the sampling set with the quarter condition.

There is a result by Beurling that shows the existence
of such a constant, C (�), under a su�cient and a neces-
sary condition. Before we state the result, we define the
following density condition:

D� (⇤) = lim
A!1

lim
r!1

n�
A

(r)

r
(5)

where

n�
A

(r) = min
t2R

#(⇤ \ {x+ iy|t < x < t+ r, |y| < A}) .

For the zeros of a sine-type function the limit of A in (5)
is insignificant since the zeros lie in a horizontal strip of a
finite width. In that case we only require to have A � ⌘.

Beurling’s theorem reads as follows:

Theorem 3. (Beurling, [17, p. 346]) Let f 2 B1
�⇡

, 0 <
� < 1 and let {�

k

}
k2Z ✓ R be a uniformly discrete set.

Then, we obtain

kfk1  K (⇤,�) sup
k2Z

|f (�
k

)| , (6)

where K (⇤,�) < 1 if and only if D� (⇤) > �.

To answer Question 1, we use the following result by
Horváth and Joó [18].

Theorem 4. (Horváth and Joó, [18, p. 268]) Let F be
a �-sine-type function and let ⇤ = {�

k

}
k2Z be its zeros.

Then,

lim
r!1

n (t+ r)� n (t)

r
=

�

⇡

uniformly in t 2 R, where

n (t) :=
X

n,Re�n 2 [0, t]

1.

The original statement in the proof of Theorem 4 is
that for ✏ > 0, there is r > r0 (✏) such that

����
n (t+ r)� n (t)

r
� �

⇡

���� < c✏

for all t 2 R, where c = c (F ) is independent of ✏, t and r.
Thus, ����

min
t2R [n (t+ r)� n (t)]

r
� �

⇡

���� < c✏

still holds true for r > r0 (✏) . It follows that

D� (⇤) = lim
A!1

lim
r!1

n�
A

(r)

r
=

�

⇡
=

⇡

⇡
= 1 > �, (7)

since ⇤ = {�
k

}
k2Z is the set zeros of a ⇡-sine-type func-

tion. Therefore, we conclude that

kfk1  K (⇤,�) sup
k2Z

|f(�
k

)|

exists for all f 2 B1
�⇡

, 0 < � < 1, by virtue of Beurling’s
theorem, Theorem 3. This answers Question 1.

We end this section by extending the notion of stable
sampling to the zeros of a sine-type function that are not
necessarily real. We say that ⇤ = {�

k

}
k2Z ⇢ C is a set (a

sequence) of stable sampling for B1
�

if there exists K such
that

sup
z2C

|f (z)| e��|Imz|  K sup
k2Z

|f (�
k

)| e��|Im�k|

for all f 2 B1
�

[19, p. 412]. The following result gives the
necessary and su�cient condition for stable sampling. It
reads as follows:

Theorem 5. (Ortega-Cerdá and Seip, [19, p. 413]) A
sequence ⇤ is a set of stable sampling for B1

�

if and only
if there exists a separated subsequence ⇤0 ⇢ ⇤ such that

D� (⇤0) >
�

⇡
.

3
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Figure 1: The contour for the contour integral method.

Now let ⇤ = {�
k

}
k2Z ⇢ C be the zeros of a ⇡-sine-type

function. Then, ⇤ is a separated set being the set of zeros
of a ⇡-sine-type function. We choose ⇤0 to be ⇤ itself.
Thus, from (7) we obtain

D� (⇤0) > � =
�⇡

⇡
.

Hence, the set of zeros of a ⇡-sine-type function, ⇤ =
{�

k

}
k2Z ⇢ C, forms a set of stable sampling for the space

B1
�⇡

, 0 < � < 1.

4. Generalized Valiron-Tschakalo↵ Sampling Se-

ries

In this section, we will generalize the Valiron-
Tschakalo↵ sampling series. The generalization appears
in Theorem 8 below. We will need to estimate a cer-
tain contour integral where the contour �

n

is in Fig-
ure 1 and defined as �

n

= ⌘1 [ ⌘2 [ �1 [ �2, where
x�n

= Re (��n

+ ��n�1) /2, xn

= Re (�
n

+ �
n+1) /2

⌘1 = {x+ iy
n

| x�n

 x  x
n

, y
n

= x
n

} ,

⌘2 = {x� iy
n

| x�n

 x  x
n

, y
n

= x
n

} ,

�1 = {x
n

+ iy | |y| < x
n

} ,

and,

�2 = {x�n

+ iy | |y| < x
n

} .

The following two results are required for the proof of The-
orem 8.

Theorem 6. (Levinson, [20, p. 56]) Let ' be the canonical
product in (2) with

|�
k

� k|  D <
p� 1

2p
, 1 < p  2.

Then,

A
p

|Imz| (|z|+1)�4D�1e⇡|Imz| < |'(z)| < B
p

(|z|+1)4De⇡|Imz|

(8)

Theorem 7. (Phragmén-Lindelöf, [21, p. 39]) If f(z) is
an entire function of exponential type ⇡, and

|f (x)|  M,�1 < x < 1,

then
|f (x+ iy)|  Me⇡|y|,

in the whole complex plane C.

The following is the generalization of Valiron-
Tschakalo↵ sampling series. It will be used to prove the
main result of this paper.

Theorem 8. Let f 2 B1
⇡

and let ⇤ = {�
k

}
k2Z ⇢ R satisfy

|�
k

� k|  D < 1/4. (9)

Then, for any m 2 Z we obtain the following expansion

f(z) = L(z) +
X

k2Z\{m}

f(�
k

)
(z � �

m

)'(z)

(�
k

� �
m

) (z � �
k

)'0(�
k

)
,

(10)

where ' is the canonical product (2) and L(z) is

L(z) =

⇢
'(z)

'0(�
m

)

�
f 0(�

m

)

+

("
1

(z � �
m

)'0(�
m

)
�

1
2'

00(�
m

)

('0(�
m

))2

#
'(z)

)
f(�

m

).

The convergence is uniform over compact subsets C of C.

Proof. Letm 2 Z be arbitrary, C ⇢ C compact, and z 2 C.
Let n be su�ciently large such that both �

m

and C lie
in the interior of the contour in Figure 1. Then, by the
Cauchy integral formula we obtain

f(z) =
1

2⇡i

I

�n

f(w)

(w � z)
dw =

1

2⇡i
I

�n

[(w � �
m

)'(w)� ((z � �
m

)� (z � �
m

))'(z)]f(w)

(w � z) (w � �
m

)'(w)
dw

=
1

2⇡i

I

�n

[(w � �
m

)'(w)� (z � �
m

)'(z)]f(w)

(w � z) (w � �
m

)'(w)
dw

+
1

2⇡i

I

�n

[(z � �
m

)'(z)]f(w)

(w � z) (w � �
m

)'(w)
dw. (11)

For the first integral in (11) we obtain by the residue the-
orem for k 6= m, |k|  n, that

Res

✓
[(w � �

m

)'(w)� (z � �
m

)'(z)]f(w)

(w � �
m

) (w � z)'(w)
,�

k

◆

=
(z � �

m

)'(z)f(�
k

)

(�
k

� �
m

) (z � �
k

)'0(�
k

)
.

In the next computation, the point �
m

is a singularity of
order 2. After computing and simplifying, we obtain

Res

✓
[(w � �

m

)'(w)� (z � �
m

)'(z)]f(w)

(w � �
m

) (w � z)'(w)
,�

m

◆

4



=

⇢
'(z)

'0(�
m

)

�
f 0(�

m

)

+

("
1

(z � �
m

)'0(�
m

)
�

1
2'

00(�
m

)

('0(�
m

))2

#
'(z)

)
f(�

m

).

Thus, we obtain

f(z) =

⇢
'(z)

'0(�
m

)

�
f 0(�

m

)

+

("
1

(z � �
m

)'0(�
m

)
�

1
2'

00(�
m

)

('0(�
m

))2

#
'(z)

)
f(�

m

)

+
X

|k|n,k 6=m

f(�
k

)
(z � �

m

)'(z)

(�
k

� �
m

) (z � �
k

)'0(�
k

)
+ E

n

,

where

E
n

=
1

2⇡i

I

�n

[(z � �
m

)'(z)]

(w � z)

f(w)

(w � �
m

)'(w)
dw.

We now show that E
n

goes to zero as n goes to infinity.
For a su�ciently large n, we obtain | y

n

|> ⌘ (⌘ as (ii) in
the definition of �-sine-type function) and | y

n

|>| ȳ | for
all z = x̄+ iȳ 2 C. Thus, we have | f(x+ iy) | kfk1 e⇡|y|

by Phragmén-Lindelöf, see Theorem 7, and also we have
| '(x+iy) |� A |y| (|z|+ 1)�4D�1

e⇡|y| as in (8). The error
over the horizontal segment ⌘1 will be

| 1

2⇡i

I

⌘1

[(z � �
m

)'(z)]

(w � z)

f(w)

(w � �
m

)'(w)
dw |


M kfk1
2⇡A

Z
xn

x�n

(|x+ iy
n

|+ 1)4D+1

|y
n

| | x+ iy
n

� x̄� iȳ || x+ iy
n

� �
m

|dx

= O

 
1

|y
n

|1�4D

!
, (12)

where M = sup
z2C | (z � �

m

)'(z) |. The quantity in (12)
goes to zero as n goes to infinity. For the integral over the
path �1, we only estimate the integral over the segment �+

1

in the first quadrant. The computation of the remaining
segment ��

1 in the fourth quadrant can be estimated in the
same way using the symmetry relations (A.1) and (A.2).
Also, the computation over the path �2 is similar to �1.
For the canonical product ' we will use the estimate in
[20, p. 57, eq. 16.08] that is

|' (x+ iy)| � (1 + |�
N

� (x+ iy)|) e⇡|y|

(1 + |x+ iy �N |) (1 + |x+ iy|)4D
,

where N is determined by

N � 1

2
 |w| sec ✓ < N +

1

2
,

w = x+ iy and ✓ = Arg (w). Now,

| 1

2⇡i

I

�

+
1

[(z � �
m

)'(z)]

(w � z)

f(w)

(w � �
m

)'(w)
dw |

M kfk1
2⇡

Z
xn

0

(1 + |x
n

+ iy �N |) (|x
n

+ iy|+ 1)4D

| x
n

+ iy � �
m

|| x
n

+ iy � x̄� iȳ | |�
N

� x
n

� iy|dy.

The quantity
1 + |x

n

+ iy �N |
|�

N

� x
n

� iy|
can be shown to be bounded for y 2 [0, x

n

] and thus
����
1

2⇡i

I

�1

[(z � �
m

)' (z)]

(w � z)

f (w)

(w � �
m

)' (w)
dw

����

= O

 
1

|x
n

|1�4D

!
. (13)

The right-hand side of (13) goes to zero as n goes to infin-
ity. This completes the proof.

The above result is obtained by adding one additional
piece of information that can serve as oversampling. The
required piece of information is the derivative value of the
function f at �

m

.
We point out here that if ⇤ = {�

k

}
k2Z is chosen to be

the integers i.e. �
k

= k 2 Z and m = 0, then we obtain the
sampling series by Valiron-Tschakalo↵ [22, p. 91] and [23].
The Valiron-Tschakalo↵ sampling series reads as follows:
For f 2 B1

⇡

, we have for all z 2 C

f (z) = f 0 (0) z
sin⇡z

⇡z

+ f (0)
sin⇡z

⇡z
+

X

k2Z\{0}
f (k)

z

k

sin⇡ (z � k)

⇡ (z � k)
.

5. Estimating the Infinity Norm

In this section, we will estimate the infinity norm of
the class eB1

�⇡

, 0 < � < 1, that is

eB1
�⇡

=
�
f 2 B1

�⇡

| f (t) 2 R for t 2 R
 
,

by knowing the information of the function over a set that
requires a maximum gap condition from the integers. Ac-
cordingly, we state the following interesting question:

Question 2. Let 0 < � < 1 and ⇤ = {�
k

}
k2Z ⇢ R with

|�
k

� k| < � for all k 2 Z for some � < 1
4 . Does there exist

a constant C = C(⇤,�) such that

kfk1  C (⇤,�) sup
k2Z

|f (�
k

)| (14)

for all f 2 eB1
�⇡

? If so, then can C(⇤,�) be estimated?

For the first part of the question, we have D� for ⇤ =
{�

k

}
k2Z that satisfies |�

k

� k|  D < 1/4 as

D� (⇤) = 1 > �.

Thus, for all f 2 eB1
�⇡

, 0 < � < 1 with the condition,
⇤ = {�

k

}
k2Z ⇢ R, |�

k

� k|  D < 1/4 an estimate such as

5



(14) exists. It also means that the perturbed set from the
integers above remains stable for the space eB1

�⇡

, 0 < � < 1.
In order to bound C (⇤,�) in (14), we will use Theorem 8.
It worths pointing out that the stability of the sampling set
that follows from the Kadec 1/4-theorem is for the space
B2
⇡

.
Before stating the main result of this paper, we will

need some definitions: We define k.k⇤,1 as

kfk⇤,1 = sup
�k2⇤

|f (�
k

)| ,

and the quantity C⇤ (�) as

C⇤ (�) = sup
f2 eB1

�⇡,kfk⇤,11

kfk1 .

Following the condition (9), we show that C⇤ (�) > 1.

Example 1. We consider the function g(z) =
c sinc (�⇡z), 0 < � < 1, where c = 1

sinc(�⇡/4) > 1.

Then, |g(0)| > 1 and
��g
�
� 1

4

��� =
��g
�
1
4

��� = 1. Now, if
f (z) = g(z � t

k0), tk0 = (�
k0 + �

k0+1) /2 for some fixed
k0 2 Z, then kfk ⇤,1  1 since �

k+1 � �
k

> 1
2 for all

k 2 Z, while kfk1 � |f (t
k0)| > 1. We conclude that

C⇤ (�) � 1
sinc(�⇡/4) > 1.

For a more general set-up, we let � ⇢ R,
kfk� = sup

�2� |f (�)| and d� = sup
x2R dist (x,�), where

dist (x,�) denotes the distance of the point x to the set �.
This means the largest gap between two successive points
in � has a width of 2d�. Then, we define C� (�) as

C� (�) = sup
f2 eB1

�⇡,kfk�1

kfk1 .

Now, we state the main result.

Theorem 9. Let f 2 eB1
�⇡

, 0 < � < 1, ' be as in (2),
⇤ = {�

k

}
k2Z ⇢ R be such that it satisfies |�

k

� k|  D <
1
4 , �0 = 0, '0 (0) > 0, |'0 (0)| = inf

�k2⇤ |'0 (�
k

)|. Let
E (t) = '0 (0)'0 (t)�'00 (0)' (t) and J = [�0a,�0b], ��1 
a < 0 < b  �1, such that d0 (�0) = min

t2J

E (t) > 0 for
0 < �0 < 1. If � ⇢ R with d�  (b� a) /2, then

kfk1  ('0 (0))2

d0(�)
sup
�2�

|f (�)| . (15)

Proof. Let ✏ > 0 be arbitrary. Then, there is f
✏

2 eB1
�⇡

with
kf

✏

k�  1 and kf
✏

k1 > C� (�) � ✏. We now construct a
related function f

✏,�

such that |f
✏,�

| assumes its maximum
at a certain point. For this purpose let h 2 C1

0 (R) be an
even non-negative function such that h (t) = 0 for |t| � 1
and

R
R h (t) dt = 1. For � > 0 let h

�

(t) = h (t/�) /�.

Then, ch
�

(t) 2 R for t 2 R, and
���ch

�

(t)
��� 

R
R |h

�

(t)| dt =
R
R |h (⌧)| d⌧ = 1. Let f

✏,�

(t) = f
✏

(t)ch
�

(t). Then,
|f

✏,�

(t)|  |f
✏

(t)|, lim|t|!1 f
✏,�

(t) = 0, f
✏,�

converges

pointwise to f
✏

as � ! 0, f
✏,�

2 eB1
�

0
⇡

for �0 = �+ �/⇡, and

|f
✏,�

(t)| assumes its maximum at some point t
✏,�

. Now let
� be su�ciently small such that �0 = � + �/⇡ < 1 as well
as

|f
✏,�

(t
✏,�

)| = kf
✏,�

k1 � kf
✏

k1 � ✏ � C� (�)� 2✏.

The inequality kf
✏,�

k1 � kf
✏

k1 � ✏ holds because there
is some t

✏

with |f
✏

(t
✏

)| � kf
✏

k1 � ✏/2 and since f
✏,�

converges pointwise, one has for su�ciently small � that
kf

✏

k1 � kf
✏,�

k1 � |f
✏,�

(t
✏

)| � |f
✏

(t
✏

)|� ✏/2 � kf
✏

k1� ✏.
Since �f

✏,�

has the same desired properties as f
✏,�

, we may
assume that f

✏,�

(t
✏,�

) > 0. Furthermore, since f
✏,�

(t) is
maximal at t = t

✏,�

, we obtain f 0
✏,�

(t
✏,�

) = 0.
Let ' (t) be the canonical product of the sampling set

⇤ and let '
�

0 (t) = ' (�0t) and g̃ (⌧) = g (⌧/�0) where

g (t) = f
✏,�

(t+ t
✏,�

)� kf
✏,�

k1
'0
�

0 (t)

'0
�

0 (0)
.

Now we substitute the function g̃ in the sampling series
(10) to obtain

g̃ (⌧)�
⇢
' (⌧)

'0 (0)

�
g̃0 (0)

= ⌧'(⌧)

8
<

:
X

k2Z\{0}
g̃(�

k

)
1

�
k

(⌧ � �
k

)'0(�
k

)

9
=

; . (16)

We have '0(�
k

) = (�1)kc
k

, c
k

> 0 and �
k

(⌧ � �
k

) < 0 for
⌧ 2 (��1,�1). But, g̃(�

k

) = d
k

(�1)k+1, d
k

> 0 and if we
substitute in (16) we obtain

g̃ (⌧)�
⇢
' (⌧)

'0 (0)

�
g̃0 (0)

= ⌧'(⌧)

8
<

:
X

k2Z\{0}

(�1)k+1d
k

�
k

(⌧ � �
k

) (�1)kc
k

9
=

; .

It follows that

g̃ (⌧)�
⇢
' (⌧)

'0 (0)

�
g̃0 (0) � 0 for ⌧ 2 (��1,�1).

Now, let ⌧ = �0t. Then, g̃ (⌧) = g (t) and thus

g (t)�
⇢
' (�0t)

'0 (0)

�
g0 (0)

�0 � 0, (17)

for �0t 2 (��1,�1). We compute g0 (0) and it is

g0 (0) = �kf
✏,�

k1
�0'00 (0)

'0 (0)
.

By substituting the above in (17), we obtain

g (t) +

⇢
' (�0t)

'0 (0)

�
kf

✏,�

k1
'00 (0)

'0 (0)
� 0,

for �0t 2 (��1,�1). Replacing g by its definition, we obtain

f
✏,�

(t+ t
✏,�

)�kf
✏,�

k1
'0 (�0t)

'0 (0)
+kf

✏,�

k1
'00 (0)' (�0t)

('0 (0))2
� 0,

6



for �0t 2 (��1,�1). Then,

f
✏,�

(t+ t
✏,�

) � kf
✏,�

k1
'0 (0)'0 (�0t)� '00 (0)' (�0t)

('0 (0))2
,

for �0t 2 (��1,�1) . We have E (�0t) = '0 (0)'0 (�0t) �
'00 (0)' (�0t) > d0(�0) for t 2 [a, b]. Also, we have 2d� 
(b� a) and thus there is t

�

2 [a, b] such that t
�

+t
✏,�

= � 2
� and so |f

✏,�

(t
�

+ t
✏,�

)|  1. By the intermediate value
theorem (IVT), there exists t⇤ between 0 and t

�

such that
f
✏,�

(t⇤ + t
✏,�

) = 1. Therefore,

kf
✏,�

k1  f
✏,�

(t⇤ + t
✏,�

) ('0 (0))2

E (�0t⇤)
 ('0 (0))2

d0(�0)
.

This means that

C� (�)  kf
✏,�

k1 + 2✏  ('0 (0))2

d0(�0)
+ 2✏.

Letting both ✏ and � go to zero completes the proof.

A simple practically relevant subclass of sampling se-
quences for which the assumptions are fulfilled is the fol-
lowing:

Corollary 1. Let f 2 eB1
�⇡

, 0 < � < 1, and let � ⇢ R
such that 2d�  1, where d� = sup

x2R dist(x,�) =
sup

x2R inf
�2� |x� �|. Then

k f k1  1

cos(�⇡d�)
sup
�2�

|f(�)|.

This result generalizes the estimate by Wunder and
Boche (Theorem 2) to non-equidistant sampling sets �.
Theorem 2 is recovered for � = Z, in which case d� = 1/2.

Proof. One applies Theorem 9 with ⇤ = Z, �
k

= k, k 2 Z,
a = �d� > ��1, b = d�  �1. The conditions �0 = 0,
|�

k

� k|  D < 1/4, and d�  (b � a)/2 are obviously
satisfied. Using the representation

sin(⇡z) = ⇡z

1Y

k=1

✓
1� z2

k2

◆
,

one has

'(z) =
1

⇡
sin(⇡z)

'0(z) = cos(⇡z), '0(0) = 1 > 0

'00(z) = �⇡ sin(⇡z), '00(0) = 0.

Since '0(�
k

) = cos(⇡k) = (�1)k, one has 1 = |'0(0)| =
inf

k2Z |'0(k)| = inf
�k2⇤ |'0(�

k

)|. Furthermore,

E(t) = '0(0)'0(t)� '00(0)'(t) = cos(⇡t).

This gives

d0(�
0) = min

�

0
at�

0
b

cos(⇡t)

= min
|t|�

0
d�

cos(⇡t)

= cos(⇡�0d�).

Since d�  1/2, one has d0(�0) > 0 for 0 < �0 < 1. It now
follows from Theorem 9 that

k f k1  ('0(0))2

d0(�)
sup
�2�

|f(�)|

=
1

cos(�⇡d�)
sup
�2�

|f(�)|

as claimed.

In the next result, we will treat the critical case where
2d� = (b� a). For that reason, we will restrict the band-
width of the function f in eB1

�⇡

.

Corollary 2. Let ' be as in (2) and ⇤ ⇢ R be a perturbed
set that satisfies the quarter condition such that |'0 (0)| =
inf

�k2⇤ |'0 (�
k

)|, E (t) = '0 (0)'0 (t) � '00 (0)' (t), � <
min {|t| | t 6= 0, E (t) = 0} /d⇤ and d0 = E (�d⇤). Then,

for all eB1
�⇡

we have

kfk1  ('0 (0))2

d0
sup
�2⇤

|f (�)| .

Proof. Let � < min {|t| | t 6= 0, E (t) = 0} /d⇤ and J =
[�a,�b] with a = �b = �d⇤. Then, for t 2 J we have

� |t0| < ��d⇤ = �a  t  �b = �d⇤ < |t0| ,

where |t0| = min {|t| | t 6= 0, E (t) = 0} and thus
min

t2J

E (t) > 0. Also, b � a = 2d⇤. The hypothesis of
Theorem 9 is satisfied and thus the conclusion follows.

6. Numerical Example

In this section, we will give an example using a nonuni-
form sampling set. The example will use these sam-
pling sets (i) ⇤1 = Z \ {1} [ {1� �} and (ii) ⇤2 =
2Z[ (2Z+ (1 + �)). In both cases, 2d⇤ = (1 + �) is the
maximum gap. It can be shown that for the sampling set
(ii) we obtain

' (t) = � sin
⇣⇡
2
t
⌘
sin
⇣⇡
2
(t� (1 + �))

⌘
,

'0 (0) =
⇡

2
sin
⇣⇡
2
(1 + �)

⌘
,

and

E (t) = �
⇣⇡
2

⌘2 h
sin
⇣⇡
2
(1 + �)

⌘
sin
⇣⇡
2
(2t� (1 + �))

⌘

+2 cos
⇣⇡
2
(1 + �)

⌘
sin
⇣⇡
2
t
⌘
sin
⇣⇡
2
(t� (1 + �))

⌘i
.

In fact, one can show that when � = 0 (d⇤ in this case
is 1/2), the factor ('0 (0))2 /d0 simplifies to 1/ cos (�⇡/2)
which is the factor for the bound estimate in Theorem 2.
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Using these sampling sets, we will find an estimate of
the infinity norm and demonstrate how the bound becomes
sharper by considering denser sets. We need to point out
that to use Wunder and Boche (W-B) estimate (4), we
need a uniform sampling set. Hence, if we perturb the
set ⇤, then we need a subset ⇤0 ⇢ ⇤ that is uniform and
contains the origin. Obviously, the new sampling set ⇤0

has lower density than ⇤. Consequently, we need to have
a smaller bandwidth to be able to use the estimate (4).
Specifically, if ⇤0 = aZ, then the function has to have a
bandwidth �⇡, 0 < � < 1/a which means the estimate
(4) is not applicable otherwise. The following example
demonstrates this delicate situation.

Example 2. We consider ⇤1 and ⇤2 mentioned above and
functions in the space eB1

�⇡

, 0 < � < 1. The functions are

f (t) =
3⇡

5
sinc

6⇡

10
(t� 1)�

p
5⇡

10
sinc

p
5⇡

4
(t� 6), (18)

g (t) =
2⇡

5
sinc

4⇡

10
t� 2

p
3⇡

25
sinc

p
3⇡

5
(t� 6). (19)

We choose a = �b = �d⇤ and choose � = 0.23 for ⇤1 and
� = 0.15 for ⇤2. In the function f , we have � = 0.6 and
it can be shown that �d⇤ < |t0| for both ⇤1 and ⇤2. It
follows that d0 = E (�d⇤) = E (� (1 + �) /2) as suggested
by Corollary 2. For the given sampling sets ⇤1 and ⇤2, it
is clear that ⇤0 = 2Z and so the required bandwidth to apply
(4) is �⇡, 0 < � < 1/2. The bandwidth of function (18)
is 0.6⇡ and so the bound estimate (4) is not applicable.
However, this will not be the case by using a denser set ⇤
such as ( 12⇤, and

1
3⇤) or by considering a function with a

smaller bandwidth such as (19). In the following table, we
consider couple cases where � is equal to ⇤, 1

2⇤, and
1
3⇤.

� kfk1 W-B bound Bound (15)

� = ⇤1 1.8404 N/A 7.0876
� = 1

2⇤1 1.8404 3.1252 2.2992
� = 1

3⇤1 1.8404 2.1742 2.0196

� kfk1 W-B bound Bound (15)

� = ⇤2 1.8404 N/A 4.1050
� = 1

2⇤2 1.8404 3.1252 2.1650
� = 1

3⇤2 1.8404 2.1742 1.9622

� kgk1 W-B bound Bound (15)

� = ⇤1 1.2441 4.0139 1.9105
� = 1

2⇤1 1.2441 1.5332 1.3637
� = 1

3⇤1 1.2441 1.3578 1.2926

� kgk1 W-B bound Bound (15)

� = ⇤2 1.2441 4.0139 1.6860
� = 1

2⇤2 1.2441 1.5332 1.3313
� = 1

3⇤2 1.2441 1.3578 1.2794

The tables show that the denser � is, the sharper bound
we obtain. It is important to point out again that when
we compute the W-B bound we consider ⇤0, 1

2⇤
0 and 1

3⇤
0

instead of ⇤, 1
2⇤ and 1

3⇤. The function f in (18) and the
suggested bounds by bound (15) are depicted in Figure 2.

-15 -10 -5 0 5 10 15
-2

-1

0

1

2

3

4

5

6

7

8

The function f

Bound (16) for the sampling pattern 
2

Bound (16) for the sampling pattern 1/2
2

Bound (16) for the sampling pattern 1/3
2

15

15

15

Figure 2: Bound (15) for the sampling patterns � = ⇤2,
1
2⇤2, and

1
3⇤2.

7. Conclusion

The problem of estimating the infinity norm of a func-
tion from its supremum sample values is important for the
stable sampling of the space B1

�⇡

, 0 < � < 1. Boche and
Mönich asked the question of whether an estimate of the
form

kfk1  C(�) sup
�2�

|f (�)| , f 2 eB1
�⇡

, 0 < � < 1, (20)

exists if � is the set of zeros of a ⇡-sine-type function.
We provided an a�rmative answer using the result of
Beurling as well as some properties of the sine-type func-
tions. Furthermore, we proved a generalization of Valiron-
Tschakalo↵ sampling theorem for sampling sets that are
perturbations of the integers by up to a quarter. This
sampling theorem is subsequently used to derive an up-
per bound for C(�) in (20) if � is a subset of R with a
maximum gap of 2d�.

8. Appendix

Let G({�
k

}; z) denote the canonical product '(z) for
the set of zeros {�

k

}
k2Z. If {�

k

}
k2Z ⇢ R, one has the

relations.

G({�
k

}; z) = G({�
k

}; z) (A.1)

and

G({�
k

};�z) = s(�0)G({���k

}; z), (A.2)

with

s(�0) =

⇢
1 if �0 6= 0

�1 if �0 = 0
.
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