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MORTAR ADAPTIVITY IN MIXED METHODS FOR FLOW IN
POROUS MEDIA

MAÃLGORZATA PESZYŃSKA

Abstract. We define an error indicator for mixed mortar formulation of flow

in porous media. The mixed mortar domain decomposition method for single-

phase flow problems was defined by Arbogast et al; it relies on coupling of

subdomain problems using mortar Lagrange multipliers defined as continuous

piecewise linears on the subdomain interface. The accuracy and efficiency of

the resulting interface formulation depends on the number of mortar degrees of

freedom which we propose to adapt using error indicators involving jump of the

flux across the interface. Rigorous a-posteriori analysis and proof of reliability

of the estimator are established for single-phase 2D flow problems with diagonal

coefficients for RT[0] spaces on rectangular grids. Computational experiments

demonstrate the application of the estimator. Next, the algorithm and indicator

are extended to the two-phase flow case which is illustrated with numerical

examples. We focus on adapting the mortar grid while keeping subdomain

grids fixed. Full mortar adaptivity is discussed elsewhere.

Key Words. Single-phase flow in porous media, multi-phase flow, mixed

finite elements, a-posteriori error estimation, mortars, domain decomposition,

adaptivity

1. Introduction

This paper is devoted to grid adaptivity for a family of heterogeneous domain
decomposition methods based on the mixed mortar finite element method.

The method was introduced in [7] and it provides a rigorous optimally convergent
discretization technique for the elliptic equation

−∇ · (K∇p) = f, x ∈ Ω,(1)

with Ω ⊂ Rd, d = 2, 3. Here K denotes the diffusion coefficient, f denotes the
source/sink terms, and p is the unknown pressure.

In the mortar domain decomposition method, the region Ω is decomposed into
individual non-overlapping subdomains Ωi, i = 1, . . . n which are separated by the
union of interfaces Γ on which mortar grids and unknowns are introduced. The
subdomains are gridded independently; subdomain problems which are the local
counterparts of (1) can be solved essentially independently from one another but are
coupled by mortars; see [14, 12] for mortar formulation when subdomain problems
are solved with standard Galerkin (conforming) methods.

In the mixed mortar method the subdomain problems are solved using mixed
finite element methods thereby providing a locally conservative approximation to
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both pressure and velocity unknowns u := −K∇p. The method relies on introduc-
ing mortar Lagrange multipliers on the interface Γ which provide Dirichlet boundary
conditions for the subdomain problems. Additionally, the subdomain problems are
coupled by the requirement that the global velocities be weakly continuous across
Γ which relaxes the global continuity (of normal components across any smooth
surface) of exact velocities. This weak-continuity condition averages the jumps of
velocities and is defined relative to the discrete space of Lagrange multipliers on
the interface which are defined on a mortar grid characterized by the parameter
hm, or by the number of mortar degrees of freedom nm ≈ O( 1

hm
).

Let us be given a collection of rectangular partitions of Ωi with associated grid
parameter h = maxi hi. In principle, hm can be selected independently of h, as
long as certain lower and upper bound conditions hold. These guarantee, respec-
tively, the unique solvability of the mixed mortar formulation, and the optimal ap-
proximation properties of weakly continuous velocities which in turn are necessary
for the optimal rate of convergence of the method, the same as for discretization
without mortars. For this optimal convergence rate which, for lowest order Raviart-
Thomas spaces RT[0], is O(h) in both the pressure and velocity unknowns [46, 17],
hm should depend linearly on h; the approximation error increases, in general, with
the proportionality constant.

The number of mortar unknowns nm on Γ determines the complexity of the
interface problem. Recall that, in a classical domain decomposition setting, the al-
gorithm for approximation of (1) can be written in terms of the interface unknowns
and as such solved by an iterative algorithm which requires, in each iteration, solu-
tion of subdomain problems which are responding to the current guess of Dirichlet
data. In the mixed mortar algorithms the number of iterations on the interface in
general grows with nm, unless optimal preconditioners can be applied.

The mixed mortar method has been the cornerstone of several major reservoir
simulation projects. Recall that (1) can be used as a model for single-phase flow in a
reservoir Ω. Its natural extension is to the multi-phase flow; the algorithm has been
integrated within the IPARS (Integrated Parallel Accurate Reservoir Simulator)
framework [51, 44, 49, 41, 35]. The attractiveness of the mortar approach lies in
that it makes the subdomain problems independent from one another. It is only
the interface Lagrange multipliers (Dirichlet data) and the resulting fluxes (the
Neumann data) which provide “communication” between subdomains. As such,
the subdomain problems can be considered as “black-boxes” thereby allowing for
local adaptivity of time-stepping [43], grids and solvers, and mainly, the physical
models [37]. The latter coupling is a form of multiphysics and is an instance of
heterogeneous domain decomposition; see [50].

The difficulties in practical application of the overall procedure lie in finding
optimal preconditioners for the general multi-phase solver on the interface; see
[57]. However, in spite of the large complexity of the interface solver, the mixed
mortar approach has been extremely successful when applied to a large class of real
reservoir problems. It is important to note that in all the successful cases we found
a relatively small nm sufficient for a good level of accuracy and at the same time
mandatory for an acceptable degree of computational complexity.

In [45] the mixed mortar method gave rise to the mortar upscaling method. Here
the subdomain grids are kept fixed but nm varies, thereby providing a variable
degree of local conservation of mass or of weak-continuity of the fluxes.

It is in the research reported in [43, 37, 45] that the need to define the “right”
mortar grid and to control the error due to only weak continuity of fluxes became



MORTAR ADAPTIVITY FOR FLOW 243

very important. It was clear that the quantitative criteria to determine the mortar
grid, that is, the error indicators, must somehow involve a measure of the defect
introduced by the weak continuity condition, and that these measures must involve
the jump of the computed fluxes across Γ. This intuition was readily confirmed by
numerical experiments. At that time, several new results applicable to a-posteriori
error indicators for mixed methods in R2 [56, 18] and for mortar formulations for
conforming methods [54, 53, 55] became available. These have provided the basis
for our rigorous analysis.

In this paper we combine the ideas coming from [56, 18, 54, 53, 55, 43, 37, 45] to
rigorously justify the construction of error indicators for mixed mortar solution of
single-phase problems; we also extend these ideas to two-phase flow. We use the al-
gorithmic and implementation basis referenced above to provide the computational
results which demonstrate the strength of our approach.

The plan of the paper is as follows. In Section 2 we recall the original state-
ment of the mixed mortar formulation for (1) and introduce a view of mortar grid
parametrization which departs from one in [7]. In Section 3 we construct an error
indicator for RT[0] mixed finite element spaces over a quadrangulated subdomain
with non-homogeneous boundary conditions and diagonal K, and prove an upper
bound for the error; these results are a detailed but natural extension of [56, 18]
where triangular grids, Raviart-Thomas RT0 spaces on triangles, and homogeneous
boundary conditions were used. Since the mixed mortar algorithm comes from ap-
plication of boundary conditions to local subdomains, the construction in Section 3
provides the building blocks for the main theoretical result of this paper developed
in Section 4; it is the definition of a reliable residual a-posteriori error estimator
η for (1) in the mixed mortar form. In Section 5 we illustrate the applicability of
this result to single-phase flow computations. Next, Section 6 introduces briefly the
mixed mortar algorithm for two-phase flow and appropriate extensions of η, and
Section 7 presents the computational results on mortar adaptivity for two-phase
flow.

In all computational results we are only concerned with adaptivity of mortars. In
general, both subdomain and mortar grids should be adapted as is done in [25, 30]
for Galerkin methods, but this will not be pursued here.

2. Mixed mortar formulation for single phase flow

In this section we recall the statement and the main results concerning the mixed
mortar formulation from [7]. We start by introducing notation, following [7, 56, 18,
54], and proceed in Section 2.2 to define the problem as in [7]. In Section 2.3 we
discuss the parametrization of mortar grid.

2.1. Notation. Consider a set ω ⊂ R2 with ω 3 x = (x1, x2). Denote ∇ =
( ∂

∂x1
, ∂

∂x2
) and Curl := ( ∂

∂x2
,− ∂

∂x1
) so that for ψ : ω 7→ R we have ∇ψ :=

( ∂ψ
∂x1

, ∂ψ
∂x2

) = (ψ1, ψ2) and Curlψ = ( ∂ψ
∂x2

,− ∂ψ
∂x1

) = (ψ2,−ψ1). For a vector valued
function q : ω 7→ R2, q = (q1, q2) we write divq := ∇ · q = ∂q1

∂x1
+ ∂q2

∂x2
= q1,1 + q2,2.

Also, we use the symbol curlq := ∂q1
∂x2

− ∂q2
∂x1

= q1,2 − q2,1. We also introduce

T :=
[

0 1
−1 0

]
. then we notice Curlφ = T∇φ, and curlq = −∇ ·Tq.

On the boundary ∂ω of ω we denote by nω = (n1, n2) the unit outward normal
to the boundary ∂ω and by tω := Tn = (n2,−n1) the unit tangent vector whose
orientation is consistent with the clockwise orientation of ∂ω. We drop the subscript
when it does not lead to a confusion. Clearly Curlφ · n = −∇φ · t.
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When integrating over ω, we abbreviate dx1dx2 by dx and use the symbol ds
in boundary integrals. Also, we use the notation < φ,ψ >∂ω:=

∫
∂ω

φ(s)ψ(s)ds for
boundary integrals.

Now we recall the Lebesgue and Sobolev function spaces [2]. As usual, L2(ω)
denotes the space of square integrable functions (distributions) over ω; it is a
Hilbert space with the product (φ, ψ)ω :=

∫
ω

φ(x)ψ(x)dx and with the norm
‖ φ ‖0,ω:=

√
(φ, φ)ω. (We shall drop the subscript ω when this does not lead

to confusion.) Next, H1(ω) denotes the space of functions which, along with
their (weak) derivatives, are in L2(ω); H1

0 (ω) is the subset of H1(ω) consist-
ing of functions whose boundary values in the sense of traces are zero on ∂ω.
We recall that the traces of H1(ω) functions are in H1/2(∂ω), provided ∂ω is
smooth. For details on standard notation and the properties of Sobolev spaces,
see [2]. The space H(div; ω) is the space of vector valued functions whose com-
ponents, along with their divergence, are in L2(ω), and the associated norm is

‖ q ‖H(div;ω):=
√∫

ω
q · qdx + (∇ · q)2dx. We recall that normal traces of elements

of H(div; Ω) across any smooth curve are continuous [17]. We shall also use another
norm on H(div;ω). Let us be given a positive definite uniformly bounded tensor
K = K(x), x ∈ ω, such as the one discussed below. Then one defines

||| q |||K,ω:=

√∫

ω

K−1q · qdx + (∇ · q)2dx.(2)

This norm is equivalent to the standard H(div; Ω) norm; the constants of equiva-
lence are established below.

Next, by Y (A)
⊕

Y (B) we mean the set of functions on A∪B whose restrictions
to sets A,B belong to the spaces Y (A) and Y (B), respectively. In contrast, Y + Z
denotes a set of linear combinations of functions from Y and Z.

Finally, the projections to a subspace Y ⊆ X are defined in the usual way:
x ∈ X,πY x ∈ Y and (x− πY x, y)Y = 0,∀y ∈ Y .

2.2. Statement of the problem. Consider a fixed open bounded domain Ω ⊂ R2

and the flow of a single phase incompressible fluid whose pressure is denoted by
p = p(x), x ∈ Ω. The flow is governed by Darcy’s law which defines the velocity
(flux) u as proportional to the gradient of the pressure p

u = −K∇p.(3)

The (hydraulic conductivity) coefficient K combines the (absolute) permeability
constant and the viscosity of the fluid. Here we ignore the presence of gravity;
gravity can be handled by replacing p with a potential variable.

The conductivity tensor K(x) is assumed to be symmetric, essentially bounded
and uniformly positive definite. In fact, in this paper we assume that K is diagonal,
that is,

K(x) :=
[

K1(x) 0
0 K2(x)

]
.

Denote the upper and lower bounds on the eigenvalues of this coefficient over a set
ω by

Kω := min
x∈ω

{K1(x),K2(x)},(4)

κω := min
x∈ω

{K−1
1 (x).K−1

2 (x)}.(5)

Obviously, κ−1
ω = maxx∈ω{K1(x), K2(x)}} and K−1

ω = maxx∈ω{K−1
1 (x),K−1

2 (x)}}.
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While Darcy’s law (3) expresses the conservation of momentum, the conservation
of mass of the fluid (continuity equation) is expressed by

∇ · u = f(6)

where f represents the sources and sinks of the fluid.
The system (3),(6) can be rewritten as an elliptic equation for the pressure (1)

and solved as such, or it can be solved in the mixed formulation (3), (6). In either
case, boundary conditions on ∂Ω need to be specified.

In theoretical derivation of the error estimator in Sections 3, 4 we assume, for
simplicity, that the pressure p satisfies the Dirichlet boundary condition

p|∂Ω = g.(7)

In general, other boundary conditions could be considered. In particular, a ho-
mogenous Neumann no-flow boundary condition

u · n|∂Ω = 0,(8)

is useful in applications; it is used in our computational examples.

We seek a weak solution to the boundary-value problem (3), (6), (7). Set W :=
L2(Ω) and V := H(div; Ω). The weak solution (u, p) ∈ V ×W satisfies

(K−1u,v) = (p,∇ · v)− < g,v · n >, ∀v ∈ V(9)
(∇ · u, w) = (f, w), ∀w ∈ W(10)

This problem has a unique solution if f ∈ W, g ∈ H1/2(∂Ω), K is uniformly bounded
and elliptic and if Ω is bounded, see [17], IV.1.2. From now on shall assume

Assumption 1. K is diagonal and there exists KΩ > 0 and κΩ > 0.

Assumption 2. Ω is open, bounded, convex, with polygonal boundary ∂Ω, f ∈ W .

For convergence analysis, it is necessary to assume that p is smoother than
p ∈ W , which in turn, by (9), and if K is smooth, increases the smoothness of u.
In [7] it is assumed that p ∈ H3/2+ε, ε > 0. In [56, 18] the problem (9)–(10) is
assumed 2-regular that is, K, Ω, f, g are smooth enough so that p ∈ H2(Ω). This
is guaranteed, for example, in addition to (A1) and (A2), if K is differentiable and
g ∈ H3/2(∂Ω), see ([26], Thm 8.13), exhaustive theory in [28], and ([15], Prop.2.2).
We note that in general reservoir problems the piecewise constant coefficients and
point sources are not smooth enough for the theory considered here.

Nevertheless, from now on we shall assume

Assumption 3. The data K, g, are smooth enough so that p ∈ H2(Ω),u ∈ (H1(Ω))d.

Finally, we note that with (A1) we have

κΩ ‖ q ‖2H(div;Ω)≤||| q |||2K,Ω≤ K−1
Ω ‖ q ‖2H(div;Ω)(11)

2.2.1. Multiblock decomposition of Ω. Assume that there is a (sufficiently
smooth) multiblock decomposition of Ω into n smooth nonoverlapping subdomains
Ωi, i = 1, . . . n, each of which satisfies (A2). Denote by Γij := ∂Ωi ∩ ∂Ωj the
(possibly empty) interface between two subdomains Ωi and Ωj and for each i, by
Γi :=

⋃n
j=1 Γij . Finally, define the interface Γ :=

⋃
i Γi which can also be written

as Γ =
⋃

i,j Γij .
From the point of view of a subdomain, its boundary ∂Ωi is made of the subdo-

main interface Γi := ∂Ωi ∩ Γ and of parts ∂Ωi \ Γ = ∂Ωi ∩ ∂Ω that are part of ∂Ω.
Clearly, for some i, ∂Ωi \ Γ = ∅ and for some i, j, Γij = ∅.
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For simplicity of the exposition below and to remove unnecessary complications
with notation, we shall assume in fact the following

Assumption 4. Assume that each Ωi is a rectangle (i.e., a macroelement) and
that each Γij, for every i, j, is a union of straight segments.

On each subdomain Ωi we define locally the function spaces and relate them to
the globally defined spaces W,V. The space W = L2(Ω) can be straightforwardly
decomposed as W =

⊕n
i=1 Wi with the spaces of local test functions Wi = L2(Ωi)

and with a naturally defined scalar product (·, ·)i being a shorthand for (·, ·)Ωi
and

with the associated norm ‖ · ‖0,i.
The velocity space over Ω =

⋃n
i=1 Ωi is constructed as follows

V−1 :=
n⊕

i=1

Vi

with the local spaces Vi := H(div; Ωi). Note that V ⊂ V−1 but V 6= V−1 unless
n = 1, since the normal components of functions from V−1 are not, in general,
continuous across Γ. This is reflected by the superscript −1 in the notation V−1

as in [54, 53, 55]. In the sequel we shall define an intermediate space V0 in the
sense V ⊂ V0 ⊂ V−1 whose members satisfy a weak continuity condition with
respect to the space of discrete Lagrange multipliers on Γ.

The local spaces are related to the global weak problem as follows: if (u, p) ∈
(V,W ) ∩ (V,H1(Ω)) satisfies the global problem (9)-(10), then one can show, see
[27], also ([17], IV.1.3), that the following local weak problem defined over Ωi is
satisfied:

(K−1u,v)i = (p,∇ · v)i(12)
− < p,v · ni >∂Ωi\∂Ω − < g,v · n >∂Ωi∩∂Ω, ∀v ∈ Vi

(∇ · u, w)i = (f, w)i, w ∈ Wi(13)

with p ∈ H1(Ωi).
In turn, if the local problems are satisfied with u defined locally over each Ωi

that is, u ∈ V−1, p ∈ W , then, when equations (12) are added over i = 1, . . . n, and
if we take v ∈ V−1, then we see that the right hand side of the summed equations
(12) contains the term

∑

i

< p,v · ni >∂Ωi\∂Ω=
∑

i

< p,v · ni >Γi=
∑

i,j

< p,v · ni + v · nj >Γij(14)

The global problem (9) is recovered if we require that u ∈ V and that the term
(14) vanishes. This is achieved if the test functions v have continuous normal
components across Γ that is, v ∈ V, because then the jump

[v · n]ij(s) := (v|Ωi · ni)(s) + (v|Ωj · nj)(s), s ∈ Γij(15)

vanishes pointwise:

[v · n]ij(s) = 0, ∀s ∈ Γi,j , ∀v ∈ V.(16)

In the discrete counterpart of these equations, the requirement that the jump term
vanishes pointwise will be replaced by a requirement that the discrete counterpart
of the term (14) vanishes. This condition will give rise to the definition of the
weakly continuous velocities from a space V0.

We refer to [27] or ([17], III.1.2) for more details on this classical domain decom-
position setup.
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2.2.2. Discrete problem. Assume that each Ωi is covered by a rectangular par-
tition Ti so that Ω̄i =

⋃
E∈Ti

Ē and each E is a rectangle. This partition is a special
case of a quadrilateral partition (quadrangulation [13]). We can assume that the
edges e ⊂ ∂E ∈ ∂Ti :=

⋃
E∈Ti

∂E are aligned with coordinate axes. Also, each
E is an image of the reference element Ê = [0, 1]2 under an affine reference map
FE : Ê 7→ E with E 3 x = Fx̂ = b + B(x̂1, x̂2)T with a diagonal matrix B.

Denote by hE = diam(E) which for rectangles is the maximum length of the
edges of an element E and define hi := maxE∈Ti

hE . With this Ti can be referred
to Thi

.
Assume that there is a uniform bound, ∀E ∈ Ti,

hE

ρE
≤ Ci

T where ρE is the
diameter of a circle inscribed in E. This means that for each i the family Ti is
regular in the sense of [22, 13].

In this multiblock (domain) decomposition of Ω, there is no global quadrangula-
tion of Ω as in general the grids on Ωi do not have to match. However, since n is
finite, one can naturally define h = maxi hi and CT := maxi Ci

T . When referring
to the collection of quadrangulations Ti, we shall use the notation Th or simply T .

Next, we denote by Pk,l(ω) the set of polynomials of degree k in the first and of
degree l in the second variable of x ∈ ω ⊂ R2 and by Pk(ω) := Pk,k(ω).

In this paper we are concerned with one type only of the mixed finite element
spaces associated with each Ti. These are the finite dimensional spaces Whi ⊂ Wi

and Vh,i ⊂ Vi. Specifically, the “discrete pressure space” Whi is the space of
functions which are P0(E), E ∈ Ti. In turn, the “discrete velocity space” Vh,i is
an RT[0] space, that is, on each element E ∈ Ti, each Vh,i 3 q, q|E ∈ P1,0(E) ×
P0,1(E). We recall that this choice of spaces, for each i, satisfies the Babuska-Brezzi
condition ([17], III.3.2). We refer to [17] for more details on these and other mixed
finite element spaces.

The mortar mixed FE solution is defined as in [7]. First we define V−1
h =⊕n

i=1 Vh,i. We note that V−1
h ⊂ V−1 but that, in general (if grids are not match-

ing), V−1
h ∩V contains not much more than the zero element, as the members of

the spaces Vh,i and Vh,j do not have matching normal traces on Γi,j .
To handle non-matching grids and to define some form of a coupling across the

interface the mortar spaces were introduced. The goal is, on one hand, to relax
the continuity of the discrete solution across Γ which cannot be satisfied across Γ
because of non-matching grids, and on the other hand, to couple the subdomain
solutions. In addition, introduction of the mortar unknowns (or Lagrange multipli-
ers) on the interface Γ allows one to formulate the discrete problem for (1) in terms
of the interface unknowns and to entirely decouple the subdomain (local) problems
from one another; their interaction is only through the mortar unknowns. For the
conforming mortar methods see, e.g., [14, 12] and references therein. In addition,
see [30] and references therein for discussion of iterative methods on the interface
with optimal preconditioners.

For mixed mortar methods the Lagrange multiplier “mortar pressures” supply
the Dirichlet boundary conditions on Γ applied to subdomain problems. In turn, the
Neumann data (values of fluxes across Γ) need to be matched somehow to achieve
the aforementioned global flow. In fact, averages of their projections onto some
space are matched: this condition relaxes the requirement vh ∈ V which cannot
be satisfied because of nonmatching grids, and, on the other hand, it restricts
the functions from V−1

h so that some global mass conservation across Γ can be
achieved.
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Following [7], in the mixed mortar method the mortar pressures are defined as
members of a finite dimensional subset Λhm

⊂ L2(Γ) associated with the mortar
grid Tm which is defined locally on each Γij , with a discretization parameter hm.
Recall nm ≈ 1

hm
is the number of mortar degrees of freedom. We consider the

spaces Λhm,ij ⊂ L2(Γij) spanned by continuous piecewise linears over the grid Tm

restricted to Γij , and their direct sum Λhm
:=

⊕
i,j Λhm,ij .

The mortar grid parameter hm may, in principle, be defined independently of the
subdomain discretization parameter(s) hi as long as certain approximation proper-
ties to be discussed in Section 2.3 are satisfied.

The space Λhm
provides the means to define a weak continuity condition for

normal traces which replaces (16) so that not the jump (15) itself but rather its
weighted average with respect to the discrete weights from Λhm

vanishes

V0 = {v ∈ V−1 :
∑

i

< v · ni, µ >Γi
=

∑

i,j

< [v · n]ij , µ >Γij
= 0,(17)

∀µ ∈ Λh}
Note that V ⊂ V0 ⊂ V−1.

Also, we define V0
h := V−1

h ∩V0. As stated in [7], V0
h is difficult to char-

acterize directly, but it is nonempty, and it provides the appropriate ’home’ for
an optimally convergent approximation of u. More precisely, in the discrete mixed
mortar problem formulation one seeks uh ∈ V0

h, ph ∈ Wh, λh ∈ Λhm , which solve
the discrete equivalents of local problems (12), (13).

(K−1uh,vh)i = (ph,∇ · vh)i(18)
− < λhm ,vh · νi >Γi − < g,vh · ν >∂Ωi\Γ, vh ∈ Vh,i,

(∇ · uh, wh)i = (f, wh)i, wh ∈ Wh,i,(19)

These local equations are coupled by the mortar pressures λh in (18) and by the
condition of weak continuity of fluxes uh ∈ V0

h.
Equivalently, the system can be rewritten by adding over all subdomains and by

using test functions from V0
h, whereby the resulting jump term involving mortar

“pressure” λhm arising on the rhs of (18) is eliminated by virtue of weak continuity
of the test functions. The attractive feature of such a rewrite is that it takes
appearance of a global system similar to (9), (10), with the coupling conditions
imposed on the test functions: uh ∈ V0

h, ph ∈ Wh such that

(K−1uh,vh) = (ph,∇ · vh)− < g,vh · n >∂Ω vh ∈ V0
h,(20)

(∇ · uh, wh) = (f, wh), wh ∈ Wh.(21)

If we assume (A1)–(A5) and additional assumptions on hm to be discussed below,
then the scheme (20)–(21) has a unique solution as shown in ([7], Lemma 2.1) and is
asymptotically convergent at an optimal rate O(h) in p and u as shown by a-priori
estimates for the velocity and pressure in ([7], Thereoms 4.2, 5.1), respectively. We
discuss the assumptions on hm next.

2.3. Parametrization of the mortar grid. Here we consider the parametriza-
tion of the mortar grid Tm with respect to the subdomain grids Th. Recall that
these are associated, respectively, with parameters hm and h. Assume

hm = hm(h)(22)

where hm is monotone function of h. Obviously, we are interested in hm depending
linearly or less on h in order to keep nm from growing too much.
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In [7] the following two assumptions on hm(h) are made. Recall the definition
of the L2 projection Qh,i : L2(Γi) 7→ Vh,i · νi|Γi

and its “global”counterpart Qh

coming from the direct sum over all subdomains. We also consider the projection
Phm

defined from L2(Γ) onto Λhm
.

Assumption 5. ([7], 3.18) Assume that for any µ ∈ Λh there is a constant CI

independent of h such that

‖ µ ‖0,Γi,j
≤ CI(‖ Qh,iµ ‖0,Γi,j

+ ‖ Qh,jµ ‖0,Γi,j
)(23)

on every interface Γi,j , i 6= j.
([7], 3.1) Also assume that for ψ ∈ L2(Γ),

‖ ψ − Phmψ ‖−s,Γij≤ CII ‖ ψ ‖r,Γij hr+s(24)

These two assumptions provide, respectively, a lower bound for hm(h) for any
fixed h, and an upper bound for hm(h) as h → 0. The first assumption guarantees
unique solvability of (18)–(19) and the second guarantees the optimal approxima-
tion properties of the mortar space which in turn are necessary for the optimal
convergence of the mortar algorithm.

Remark 2.1. Since the approximation properties of Phm depend only on the grid
parameter hm, condition (24) implicitly requires

hm = NMh(25)

where NM ≡ const.
Furthermore, the computational examples in [7] recommend NM ≈ 2 by stating that
“the mortar grid on each interface is a coarsening by two in each direction of the
trace of either one of the subdomain grids”.

Below we show that that the choice of NM ≡ const > 2 implies (23) and by
(25), naturally also (24). Next we show that a sublinear nonconstant dependence
hm(h) may yield convergence of the mortar algorithm, albeit at suboptimal rate. In
summary, for a fixed h the mortar grid parameter hm should be chosen adaptively
as shown in Section 4.

2.3.1. Lower bound on mortar parametrization. Here we explore the depen-
dence of CI in (23) on hm by way of a simple example. For simplicity assume
|Γij | = 1 or that all calculations are done in the reference domain (0, 1). Also,
assume matching grids h = hi = hj , and (25) with NM ∈ N.

Consider µ ∈ Λh. We have µ(x) =
∑

k ψk(x)µk, where ψk are the usual continu-
ous piecewise linear nodal basis functions associated with nodes of the mortar grid
on Γi,j and where µk are the weights. We have that the support of a basis function
supp(ψk) = [(k−1)hM , khm]. On the other hand, Qh,iµ(x) =

∑
k µkQh,iψk(x) and

Qh,iψk(x) is a linear combination of the characteristic functions over the subdomain
grid χm(x) =: χ[(m−1)h,mh](x) with weights given by midpoint values of ψk over
the support of each χm. To derive CI we compute

‖ µ ‖20,Γi,j
=

∑

k

µ2
k

∫

supp(ψk)

(ψk(x))2dx,(26)

‖ Qh,iµ ‖20,Γi,j
=

∑

k,m

µ2
k

∫

supp(ψk)∩supp(χm)

((Qh,iψk(x))2dx.(27)

It is straighforward to compute∫

supp(ψk)

(ψk(x))2dx =
hm

3
,(28)
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and
∫

supp(ψk)

((Qh,iψk(x))2dx =
NM∑
m=1

∫

supp(ψk)∩supp(χm)

((Qh,iψk(x))2dx

=
h3

h2
m

(
N3

M

3
− NM

12
=

hm

3
(1− 1

4N2
M

),

From these calculations, comparing Equations (26) and (27) we get

CI(NM ) = (2(1− 1
4N2

M

))−1/2.(29)

This example shows that CI is a decreasing function of NM . In order for (23) to be
satisfied, one should choose NM ≥ NM,min; this is consistent with the recommen-
dation in ([7], Remark 2.2) that mortar grid should not be too fine with respect to
the subdomain grids.

2.3.2. Upper bound on parametrization of hm. As we mentioned, the ap-
proximation properties of the projection operator Ph onto piecewise linears Λhm

over grid Tm depend on hm through the estimate, for smooth enough ψ,

‖ ψ − Phψ ‖−s,Γi,j≤ C ‖ ψ ‖r,Γij hr+s
m

If (25) holds and NM is fixed as h → 0, then (24) holds and for nonnegative r + s,
CII in (24) is an non-decreasing function of NM .

2.3.3. Sublinear parametrization of hm(h). Assume first h → 0 with hm ≡
const. Then NM = NM (h) blows up and so does the constant CII .

Now assume that hm is a monotone sublinear function of h

hm = O(hl),(30)

with 0 < l ≤ 1 (when l = 1 we have (25)).
Consider the use of (24) with (30) instead of (25) in the proofs of the convergence

results in [7]. We find that, for RT[0] spaces, the assumption (30) instead of (24)
leads to the order of convergence for velocities of order

O(h3/2
m h−1/2) = O(h

1
2 (3l−1))

hence, the mixed mortar scheme converges as long as l > 1
3 . We skip the details

and remark that obviously, the convergence of the scheme is suboptimal for l < 1
asymptotically when h → 0.

Remark 2.2. From now on we shall assume that (23), (24) hold. In particular,
we shall assume that (25) holds locally on each part Γij of the union of interfaces
Γ. The linear dependence of hm on h will be reflected in notation Λh ≡ Λhm which
we adopt from now on. In order to determine optimal value of nm or hm per each
interface Γij we shall establish a-posteriori error indicators.

3. Residual error estimator for space RT[0] and for non-homogeneous
Dirichlet conditions

In this section we formally define an a-posteriori error estimator for the velocity
in the mixed formulation for RT[0] spaces and non-homogeneous boundary condi-
tion. Specifically, we consider the following Dirichlet problem in a weak mixed form
u ∈ V, p ∈ W such that

(K−1u,v) = (p,∇ · v)− < g,v · ν >∂Ω, ∀v ∈ V,(31)
(∇ · u, w) = (f, w), ∀w ∈ W,(32)
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and its mixed FE solution, over a conforming partition Th of Ω into rectangular
elements E, with Vh,Wh being RT[0] spaces: uh ∈ Vh, p ∈ Wh such that

(K−1uh,vh) = (ph,∇ · vh)− < gh,vh · ν >∂Ω, ∀vh ∈ Vh,(33)
(∇ · uh, wh) = (f, wh), ∀wh ∈ Wh.(34)

This setup and the results of this section can be applied in two different ways.
First, (31)-(32) can be seen as the global weak problem (9)–(10) with n = 1 posed
over Ω, and (33)-(34) as its discrete counterpart (20)-(21), each enhanced by non-
homogeneous boundary conditions g and gh, respectively, with g 6≡ gh.

Second, this setup can be seen as (31)-(32) representing the local continuous
problem (12)-(13) posed over Ωi, derived from the global problem, for some fixed
i, with 1 ≤ i ≤ n, n > 1. Similarly, (33)-(34) is its discrete counterpart (18)-(19).
In this context we assume that on the Γi part of the boundary ∂Ωi the value g
is given as a trace of the global solution p|Γi and is smooth enough. Likewise, in
the discrete problem, we assume that a fixed λh|Γi

which plays the role of gh is
given, This interpretation is convenient for our subsequent analysis of the mortar
formulation.

The results of this section are essentially the same for both applications therefore
they are combined together. We shall now assume that a generic g and gh are given
and proceed to develop an a-posteriori error estimator and show that it provides
an upper bound for the error.

Here we recall that a-posteriori error estimators for Galerkin finite elements have
been introduced first in [11] and have been a topic of many theoretical and applied
studies; see the recent monographs [48, 4] and references therein. A-posteriori
estimators for mixed finite elements were first developed for the Laplace problem
in [16] where mesh-dependent norms were used, and just recently for (1) in [56, 18].
Here we follow these two latter works.

Both papers [56, 18] develop an estimator for velocity for 2D problems with
g ≡ gh ≡ 0. The residual estimator in [56] is appropriate for triangular grids
and RT0 spaces, and in [56] it is shown to be locally (and globally) equivalent
to other estimators. The estimator in [18] is also appropriate for triangular grids
but is defined for various higher order mixed spaces; it reduces to the one in [56]
in the case of RT0 spaces. Both of the estimator(s) of interest to this paper are
of residual type, and their construction and analysis are based on the Helmholtz
decomposition of the vectors in R2 into their solenoidal and (weakly) irrotational
parts. Specifically, the space H(div; Ω) is decomposed into

H(div; Ω) = (H(div; Ω) ∩X0) ∪ (H(div; Ω) ∩XK),(35)
X0 = {q ∈ H(div; Ω) : ∇ · q = 0},(36)

XK = {r ∈ H(div; Ω) :
∫

Ω

K−1r · q = 0, ∀q ∈ X0}.(37)

This decomposition is crucial for the derivation of the estimator and for the proof
of the upper bounds.

Here our main objective is to treat rectangular grids, RT[0] spaces, and non-
homogeneous boundary terms g and gh. While extension of the results in [56, 18] to
our case is in itself not difficult, we supply all the details for the sake of completeness.
This allows, in particular, to see where the generalization of these results to more
general case(s) fails.

The structure of the results below follows the one in similar works: first we define
the residual r(v) as a linear functional on an element v ∈ V which, when evaluated
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for v = e with the error in velocity e := u − uh gives rise to the natural norm
||| e |||K of the error.

Then we perform integration by parts, which allows to extract, in each term
of the estimator, a part which can be calculated directly from the finite element
solution and which gives rise to the definition of the estimator η, and a part which
can be estimated using some norm of the error. The estimates are achieved with
help of a local regularization operator. Recall that in [56, 18] the Clément operator
PC appropriate for triangular meshes is used. In this paper we use the local regu-
larization PBG defined by Bernardi and Girault in [13] which works for triangular
and quadrilateral meshes. Since the residual is akin to the square of this natural
norm of the error, this procedure leads to an upper bound for the error

||| e |||K≤ Cη.(38)

3.1. Definition of residual and residual calculations. Here we follow the
notation and assumptions introduced in Section 2.2.2 and define the residual r(v),
for v ∈ H(div; Ω), as the following linear functional

r(v) := −(K−1uh,v) + (ph,∇ · v)− < gh,v · n >∂Ω .(39)

Using the quadrangulation Th of Ω, denoting by e the edges of E ∈ Th and writing
∂Ω =

⋃
e∩∂Ω e we can write

r(v) = −
∑

E

(K−1uh,v)E +
∑

E

(ph,∇ · v)E −
∑

e∩∂Ω

< gh,v · n >e

By (33) we note that r(vh) = 0, ∀vh ∈ Vh.
We proceed to define local (elementwise) contributions to the residual. The key is

the above mentioned decomposition of the space H(div; Ω). For any v ∈ H(div; Ω),
we have v = v0 +vK where v0 ∈ H(div; Ω)∩X0 and where vK ∈ H(div; Ω)∩XK.
In addition, a solenoidal vector v0 = Curlφ for some φ = φ(v0) ∈ H1(Ω), with φ
determined up to a constant. In fact, we fix φ to be such that (φ, 1) = 0 that is, to
have zero average over Ω. This decomposition of H(div; Ω) is discussed in [56] and
[18].

Now one calculates by integration by parts over an element E, for any vector
q = (q1, q2), and a test function v0 ∈ H(div; Ω)∩X0, and an associated φ = φ(v0)

−
∫

E

q · v0dx = −
∫

E

q ·Curlφdx =
∫

E

(q1,2φ− q2,1φ)dx−
∫

∂E

(q1n2φ− q2n1φ)ds

=
∫

E

curlqφdx−
∑

e∩∂E

∫

e

q · tφds.

As it is done in [56], for q = K−1uh ∈ RT0, the integral
∫

E
curlqφdx vanishes.

Indeed, RT0 elements have the general form of (P0(E))2 +xP0(E). In other words,
we have q|E = (K−1

1,1(α1 +βx1),K−1
2,2(α2 +βx2)) for some element-wise chosen con-

stants α1, α2, β and trivially q1,2 = 0, q2,1 = 0. If K is nondiagonal but symmetric,
then still q1,2 − q2,1 = 0. However, if K is non-symmetric and/or when spaces of
higher order than RT0 are used, then the terms involving curl(K−1uh)|E may not
vanish (see [18]).

For q ∈ RT[0] which is the space of interest in this paper, we have that elemen-
twise q|E = (K−1

1,1(α1 + β1x1),K−1
2,2(α2 + β2x2)), and by reasoning as above, if K
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is diagonal, curl(q) = curl(K−1uh) = 0. In summary, we get

−
∫

E

K−1uh · v0dx =
∑

e⊂∂E

∫

e

(K−1
1,1(uh)1n2φ−K−1

2,2(uh)2n1φ)ds

=
∑

e⊂∂E

∫

e

K−1uh · tφds.

Now we take a sum over all elements E in the calculation of the residual value
r(v0) by (39), with v0 ∈ H(div; Ω) ∩ X0 and note that the second term in (39)
vanishes by virtue of ∇ · v0 = 0, and we get

r(v0) =
∑

E

∑

e⊂∂E

∫

e

K−1uh · tφds−
∑

e∩∂Ω

< gh,v0 · n >e(40)

=
∑

e\∂Ω

∫

e

[K−1uh · t]φds +
∑

e∩∂Ω

∫

e

(K−1uh · tφ− ghv0 · n)ds

where the jump [·] is defined as in (15) on the edges e \∂Ω of elements E which are
interior to Ω.

3.1.1. Calculation of ||| e |||K . Decompose the error e = e0 + eK and note that
we have, by the definition of the norms (2) and properties of e0 and eK ,

||| e |||2K= (K−1(e0 + eK), e0 + eK) + (∇ · eK ,∇ · eK)(41)

= (K−1e0, e0) + (K−1eK , eK) + (∇ · eK ,∇ · eK) =||| e0 |||2K + ||| eK |||2K .

Next, by subtracting (34) from (32) which, from the properties of the L2(Ω) pro-
jection Π0 : W 7→ Wh can be rewritten as (∇·uh, w) = (∇·uh, Π0w) = (f, Π0w) =
(Π0f, w), we get

(∇ · e, w) = (∇ · (u− uh), w) = (f −Π0f, w), ∀w ∈ W.

By applying Cauchy-Schwarz inequality twice we get

‖ ∇ · e ‖0=‖ f −Π0f ‖0
which is also true on any element E so that

‖ ∇ · e ‖0,E=‖ f −Π0f ‖0,E .

Finally we see that ‖ ∇ · eK ‖0=‖ ∇ · e ‖0=‖ f −Π0f ‖0. In the sequel we shall use
the fact that on H(div; Ω) ∩ XK the natural norm in H(div; Ω) is equivalent to
the norm ‖ ∇·K ‖0, hence, ‖ eK ‖H(div;Ω)≤ Ceq ‖ ∇ · eK ‖0, and by (11) we have

||| eK |||K≤ max(1,K−1
Ω )Ceq ‖ ∇ · eK ‖0≤ CK ‖ f −Π0f ‖0(42)

where we have set CK := max(1,K−1
Ω )Ceq.

Now we compute the norm of ||| e0 |||K using the definition of the residual r(v).
By adding r(v) to both sides of (31), we see that the error satisfies

(K−1(u− uh),v)− (p− ph,∇v)+ < g − gh,v · n >∂Ω= r(v), v ∈ H(div; Ω)

hence, restricting the test functions to X0 we get

(K−1(u− uh),v0) = − < g − gh,v0 · n >∂Ω +r(v0), v0 ∈ H(div; Ω) ∩X0.

Now use v = e to get, by (2) and the above calculations

||| e0 |||2K = (K−1e,v0) = (K−1(u− uh),v0)(43)
= − < g − gh,v0 · n >∂Ω +r(v0).
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Upon inserting the expression (40) into (43) and canceling terms we obtain, with a
φ = φ(v0)

||| e0 |||2K =
∑

e\∂Ω

∫

e

[K−1uh · t]φds(44)

+
∑

e∩∂Ω

∫

e

(K−1uh · tφ(v0)− gv0 · n)ds

Now we need to decompose these expressions as products of a “computable” quan-
tity and of one that can be estimated by ||| e |||K .

3.2. Local regularization operator. To achieve this aim, one considers a suit-
able finite dimensional projection v0

h of v0. In this context, in [56, 18], the Clément
regularization operator (quasi-interpolant) PCφ of φ is used which, locally PCφ|E ∈
P1(E), so that Curlφh ∈ RT0. In other words, PC is “compatible” with the mixed
space RT0. Also, since in [56, 18] g ≡ gh ≡ 0, one has r(Curlφh) = 0, and the
term r(Curlφh) can be subtracted from r(v0) without changing ||| u− uh |||2K .

In our case, for RT[0] spaces, we use φh := PBGφ where PBG is the local reg-
ularization operator on quadrilateral grids defined in [13]. In case of rectangular
elements, φh := PBGφ is the unique element of Q1(E) constructed, roughly speak-
ing, by averaging the values of φ over the neighborhood 4E of the element E.
See [13] for details which in fact are carried through in the reference domain. The
approximation φh := PBGφ of φ satisfies the local estimates (respectively, as ([13],
eq. 4.2, 4.10), for k = 1)

‖ φ− φh ‖0,E ≤ cBGhE |φ|1,4E(45)

‖ φ− φh ‖0,e ≤ CBG

√
hE ‖ φ ‖1,4E , ∀e ∈ ∂E(46)

There exists a natural “compatibility” between PBG and RT[0] spaces, at least
on rectangular meshes. Indeed, for any φh ∈ Q1(E) if each E is a rectangle, we have
Curlφh ∈ RT[0]. To see that, consider a basis function ψh ∈ Q1(E). Recall these
are defined as ψh = ψ̂h ◦ F−1

E where ψ̂h(x̂1, x̂2) is defined on the reference element
Ê and is one of bilinear polynomials (1− x̂1)(1− x̂2), x̂1(1− x̂2), x̂1x̂2, (1− x̂1)x̂2.
To show Curlφh ∈ RT[0] it is enough to show that Curlψ̂h ∈ RT[0] holds on Ê.
This can be done by computing ∇ψ̂h from which directly we see that Curlφ̂h =
T∇φ̂h ∈ RT[0]. See also [17], Lemma III.3.3.

With this compatibility established, for a given v0 and its associated φ(v0), we
let φh = PBG(φ), and denote v0

h := Curlφh. Since v0
h ∈ RT[0], by (33), we have

r(v0
h) = 0. Thus, we can subtract r(v0

h) from the rhs of (43) to find

||| e0 |||2K = − < g − gh,v0 · n >∂Ω +r(v0)− r(v0
h)(47)

= − < g − gh,v0 · n >∂Ω +r(v0 − v0
h)

=
∑

e\∂Ω

∫

e

[K−1uh · t](φ− φh)ds

+
∑

e∩∂Ω

∫

e

(K−1uh · t(φ− φh)

− gh(v0 − v0
h) · n− (g − gh)v0 · n)ds

:=
∑

e\∂Ω

∫

e

(Iint)ds +
∑

e∩∂Ω

∫

e

(BI + BII + BIII)ds
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If g ≡ gh ≡ 0, then all the boundary terms BI , BII , BIII vanish and the interior
terms are estimated as in [56, 18].

3.3. Interior estimates. Use v0 = u0 − u0
h, by Cauchy-Schwarz inequality and

(46)
∑

e\∂Ω

∫

e

Iintds =
∑

e\∂Ω

∫

e

[K−1uh · t](φ− φh)ds(48)

≤
∑

e\∂Ω

‖ [K−1uh · t] ‖0,e‖ (φ− φh) ‖0,e

≤
∑

e\∂Ω

‖ [K−1uh · t] ‖0,e CBG

√
hE ‖ φ ‖1,4E

Now, by Poincaré inequality (recall that the average of φ over Ω is zero) we have
‖ φ ‖0,Ω≤ CP |φ|1,Ω = CP ‖ v0 ‖0,Ω≤ CP√

κΩ
||| v0 |||K,Ω. With this, and by Cauchy-

Scharz inequality for sums, and noting that there can be at most four elements in
4E for every E, the terms in (48) can be estimated as follows

∑

e\∂Ω

∫

e

Iintds ≤ Cint
1√
κΩ

√ ∑

e\∂Ω

hE ‖ [K−1uh · t] ‖20,e ||| v0 |||K,Ω,(49)

where Cint := CBG

√
4(1 + C2

P ) and which is essentially the same as appropriate
terms in [56, 18]. We note in passing that, if the norm on the rhs of (46) can
be replaced by the 1-seminorm, (as in [23] or in [56]), one can improve the above
bound by replacing κΩ by a local estimate of κ4E and the error estimte, instead of
(49) would read as follows

∑

e\∂Ω

∫

e

Iintds ≤ Cint

√√√√
∑

e\∂Ω

hE

κE
‖ [K−1uh · t] ‖20,e ||| v0 |||K,Ω .

At this time however we are unable to determine whether it can be done without
further loss of generality.

3.4. Boundary terms. Here we consider the general case of g 6≡ gh 6≡ 0 and
proceed to estimate the boundary terms BI , BII , BIII . We only consider integration
over those edges e which lie on ∂Ω and we drop the notation e ∩ ∂Ω for brevity.

First we consider the following calculation on an edge e which belongs to ∂Ω.
Denote the two endpoints of e by P 1

e , P 2
e . Let ρ and ψ be two functions defined on

e, smooth in the interior of e and defined meaningfully pointwise at its endpoints.
We have by integration by parts,∫

e

ρCurlψ · nds = ρψ|P 2
e

P 1
e
−

∫

e

Curlρ · nψds = ρψ|P 2
e

P 1
e
−

∫

e

(−∇ρ · t)ψds.(50)

If ρ and ψ are continuous on ∂Ω, we sum over all edges e ∈ ∂Ω, the pointwise values
cancel and we get

∑
e

∫

e

ρCurlψ · nds =
∑

e

∫

e

Curlρ · nψds = −
∑

e

∫

e

∇ρ · tψds.(51)

This calculation suggests how to handle terms arising in BI , BII , BIII and how to
distinguish different cases depending on the definition and smoothness of gh.

We consider two cases: (i) gh is the piecewise linear interpolant of g, and (ii) gh

is the piecewise constant L2(∂Ω) projection of g. In each case the discrete values
of gh are defined with respect to the trace of the triangulation Th of Ω on ∂Ω.
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3.4.1. Case (i). In the first case, we see that gh and φ − φh are smooth enough
for calculation (51) to work. Hence, we obtain

∑
e

∫

e

BIIds =
∑

e

∫

e

ghCurl(φ− φh) · nds =
∑

e

∫

e

Curlgh · n(φ− φh)ds

and, after it is combined with the term BI , we get
∑

e

∫

e

(K−1uh · t(φ− φh)− gh(v0 − v0
h) · n)ds =

∑
e

∫

e

(K−1uh +∇gh) · t(φ− φh)ds

which can be estimated in a manner similar to the interior terms in (48), and we
get

∑
e

∫

e

(BI + BII)ds ≤ CI
1√
κΩ

√∑
e

he ‖ (K−1uh +∇gh) · t ‖20,e ||| v0 |||K,Ω,

where now CI := CBG

√
2(1 + C2

P ) and where he denotes the maximum of hE for
elements E adjacent to the element containing e.

Next, to deal with the term BIII , we use the average φ̄ of φ over each element E
adjacent to the edge e and extended by 0 to the rest of Ω. Clearly Curlφ̄ · n|e = 0
and we subtract this from the term BIII and use (50) in the following

∫

e

(g − gh)v0 · nds =
∫

e

(g − gh)(v0 −Curlφ̄) · nds

= (g − gh)(φ− φ̄)|P 2
e

P 1
e
−

∫

e

Curl(g − gh) · n(φ− φ̄)ds

where each of the terms (g− gh)(φ− φ̄)|P 1
e

vanishes by virtue of gh interpolating g
at the endpoints of e. Hence we get, for the term BIII ,

∑
e

BIIIds =
∑

e

∫

e

(g − gh)v0 · nds =
∑

e

∫

e

Curl(g − gh) · n(φ− φ̄)ds

=
∑

e

∫

e

−∇(g − gh) · t(φ− φ̄)ds ≤
∑

e

‖ ∇(g − gh) · t ‖0,e‖ φ− φ̄ ‖0,e

which follows from the Cauchy-Schwarz inequality. Now, by the approximating
property of φ̄

‖ φ−φ̄ ‖0,e≤ Cap|e|1/2 ‖ ∇φ·t ‖0,E≤ Cap

√
hE ‖ Curlφ·n ‖0,E= Cap

√
hE ‖ v0 ‖0,E

where we have used the fact that the length |e| ≤ hE , we get,

∑
e

∫

e

(g − gh)v0 · nds ≤ Cap

√∑
e

hE

κE
‖ ∇(g − gh) · t ‖20,e ||| v0 |||K .

Combining all these estimates together we get

∑

e∩∂Ω

∫

e

(BI + BII + BIII)ds ≤ max{CI , Cap}
√

2√
κΩ

(52)

√∑
e

hE

(‖ (K−1uh +∇gh) · t ‖20,e + ‖ ∇(g − gh) · t ‖20,e

) ||| v0 |||K,Ω .
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3.4.2. Case (ii): Here we assume that gh is piecewise constant on ∂Ω in fact, that
it is the L2 projection of g. In addition, we assume that g is defined pointwise and
is continuous on ∂Ω.

Since gh is the average of g, and since v0
h · n is constant on each e, we have∫

e
(g−gh)v0

h ·nds = 0 and this latter term can be added to the term BIII . Together
they can be rewritten as

∫

e

BIIIds =
∫

e

BIIIds +
∫

e

(g − gh)v0
h · nds(53)

= −
∫

e

(g − gh)(v0 − v0
h) · nds

= (g − gh)(φ− φh)|P 2
e

P 1
e

+
∫

e

Curl(g − gh) · n(φ− φh)ds.

Consider now the term BII . When integrated by parts, BII gives rise to the same
integral

∫
e
Curlgh · n(φ− φh)ds as in Case (i) and to pointwise terms

gh(φ− φh)|P e
2

P e
1

which cannot be assumed to vanish when summed over ∂Ω. But, these pointwise
values will cancel with those arising from the term BIII as appears from (53). Then
there remains the sum of pointwise terms g(φ− φh)|P 2

e

P 1
e

which vanishes by virtue of
smoothness of g and of φ− φh. In summary, we are left with

∑
e

∫
e

(BI + BII + BIII)ds

=
∑

e

∫

e

(K−1uh · t(φ− φh)− gh(v0 − v0
h) · n− (g − gh)v0 · n)ds

=
∑

e

∫

e

(K−1uh +∇gh) · t(φ− φh)ds +
∫

e

Curl(g − gh) · n(φ− φh)ds

whose individual pieces can be estimated in the same way as it was done in Case
(i) and one gets

∑
e

∫
e

(BI + BII + BIII)ds ≤ CI
1√
κΩ

(54)

√∑
e

hE(‖ K−1uh +∇gh) · t ‖20,e + ‖ ∇(g − gh) · t ‖20,e) ||| v0 |||K,Ω,

3.4.3. Summary. Combining (41), (42), (43), (47), (48), and (52) or (54) we
obtain the following main result of this section.

Theorem 3.1. Assume that Th is a regular partition of Ω and that Assump-
tions 1, 2, 3, 4 are satisfied. Then the following upper bound for the mixed finite
element solution of (33) (34) for RT[0] spaces holds

||| e |||K,Ω≤ C(K, Ω)ηΩ,(55)
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where the residual estimator ηΩ is defined as

η2
Ω := η2

f,Ω + η2
int,Ω + η2

II,∂Ω + η2
III,∂Ω(56)

η2
f,Ω :=

∑

E∈T
‖ f −Π0f ‖20,E ,

η2
int,Ω :=

∑

e∈∂T ,e\∂Ω

he ‖ [K−1uh · t] ‖20,e

η2
II,∂Ω :=

∑

e∩∂Ω

he ‖ (K−1uh +∇gh) · t ‖20,e

η2
III,∂Ω :=

∑

e∩∂Ω

he ‖ ∇(g − gh) · t ‖20,e

and where the constant C(K, Ω) does not depend on h and where he denotes the
maximum length of the edges of any rectangle E′ adjacent to the rectangle E such
that the edge e ⊂ ∂E.

Here we do not attempt to establish a lower bound for the error; this has been
done for RT0 spaces and homogeneous boundary conditions in [56]. The proof of
the lower bound in [18] is not done and the reader is referred to [48].

Remark 3.1. One can also derive a bound for the total error which, in addition
to error in velocity includes the error ‖ p − ph ‖0 in the pressure variable. This is
done in [56] by decomposing

‖ p− ph ‖0≤‖ p−Πop ‖0 + ‖ Πop− ph ‖0 .

The first part is estimated on each element from approximation properties of Πo

by hE ‖ ∇p ‖0,E which leads to a computable part and an error part by way of
∇p = K−1uh + K−1(u − uh). The second part is estimated in terms of e by
duality, see ([17], II.2.7) or [10]. In summary, additional interior terms involving
‖ K−1uh ‖0,E need to be included in η but this direction will not be pursued here.

Remark 3.2. It is interesting to compare the structure of the parts of the estimator
to the one for conforming methods. In particular, while the ηf is standard and
appears similarly in the Galerkin a-posteriori estimates, the counterpart of ηint for
conforming methods is the measure of the jump of the normal component of the
gradient of the solution. On the other hand, the term ηII measures how badly the
“discrete” gradient of the boundary data approximates the gradient of the discrete
pressure. In this sense, this term is similar to the previous one. Finally, the last
term in the estimator is rather standard as it measures the consistency error between
g and gh (“data error”in [3]).

Most important for our subsequent analysis of mortar formulation are the ηII

and ηIII parts of the estimator.

4. Residual error estimator for mortar formulation

In this section we define an a-posteriori error estimator η(n) for the problem
(18)-(19) with n subdomains and then we prove an upper bound for the error using
η(n). We are mainly interested in handling terms arising on the interface Γ and
specifically, in the part of the error estimator related to the jump of the numerically
computed flux across Γ.

If n = 1, the estimator η(n) derived below reduces, of course, to the one discussed
in Theorem 3.1. For n > 1, η(n) includes the subdomain interior terms akin to
the terms ηf,i, ηint,i in (56) and which are calculated on every subdomain Ωi, the
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boundary terms defined on ∂Ωi ∩ ∂Ω, if nonempty, and the interface terms defined
on the interface Γ. The latter combine the terms ηII,i, ηIII,i in (56). All the terms
arise naturally from the definition of the residual.

To prove the upper bound for the velocity error in the (broken) norm on V−1

∑

i

||| e |||2K,i=
∑

i

||| e0 |||2K,i + ||| eK |||2K,i,(57)

where similarly as in (42) one can show
∑

i

||| eK |||2K,i≤
∑

i

CK,i ‖ f −Π0,if ‖i,0,(58)

we follow some of the ideas developed in [54] for the mortar formulations for stan-
dard Galerkin method. There, as a distinct feature, the various hierarchical and
residual estimators considered include terms which estimate the error on subdo-
mains as well as terms which pertain to the interface problems and provide a
’measure of nonconformity’ arising from the use of non-matching grids and mortar
spaces. To handle these, an important technical assumption called the saturation
assumption is used; it is based on asymptotic a-priori estimates derived for mortar
formulations. The quasi-interpolant used in the proofs of upper bounds is similar
to one by Clément, and it is adapted to various choices of basis functions on the
interface.

In this paper, the proof of the upper bound in our case is analogous to [54] but
also very different since the underlying mixed spaces and mortar methods have an
entirely different structure.

4.1. Definition of residual and calculations. First we define, for every v ∈
V−1, that is, for vi locally in Vi, the residual,

r(v) :=
∑

i

ri(vi)(59)

ri(vi) := −(K−1uh,vi)i + (ph,∇ · vi)i(60)
− < gh,vi · ν >∂Ωi\Γi

− < λh,vi · ν >Γi .

Notice that the residual ri(vi) has been defined analogously to (39).
On each subdomain we can decompose vi ∈ Vi in such a way that vi = v0

i +vK
i

with the decomposition being local to Ωi. Also, the corresponding φi = φi(v0
i ) ∈

H1(Ωi) but because of lack of continuity of its normal flux across Γ, φ(v0) 6∈ H1(Ω).
Next, vK is K-weakly orthogonal to v0 only locally, that is, (K−1vK ,q)i = 0, for
any q ∈ H(div; Ωi) ∩X0. Finally, its regularization φi,h = PBGφi is local to Ωi.

Now we proceed with residual calculations similar to those that gave (44). We
use v = u− uh and its restriction vi on Ωi, to get

||| v0 |||2K,Ωi
=

∑

e\∂Ωi

∫

e

[K−1uh · t]φids(61)

+
∑

e∩(∂Ωi\Γi)

∫

e

(K−1uh · tφi(v0
i )− gv0

i · n)ds

+
∑

e∩Γi

∫

e

(K−1uh · tφi(v0
i )− pv0

i · n)ds

where we have replaced g by p on the interface part Γi of ∂Ωi. Next, as it was done
to get (47), we take into account the discrete problem (18), subtract the Curl of the
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local regularization φi,h = PBGφi, and calculate individual parts of the residual,
for each i, as follows:

||| e0 |||2K,Ωi
= − < p− λh,v0

i · n >Γi
− < g − gh,v0

i · n >∂Ωi\Γi
(62)

+ r(v0
i − v0

i,h)

=
∑

e\∂Ωi

∫

e

[K−1uh · t](φi − φi,h)ds

+
∑

e∩(∂Ωi\Γi)

∫

e

(K−1uh · t(φi − φi,h)

− gh(v0
i − v0

i,h) · n− (g − gh)v0
i · n)ds

+
∑

e∩Γi

∫

e

(K−1uh · t(φi − φi,h)

− λh(v0
i − v0

i,h) · n− (p− λh)v0
i · n)ds

:=
∑

e∈∂Ti,e⊂Ωi

∫

e

Iint,ids

+
∑

e∈∂Ti,e⊂∂Ωi\Γi

∫

e

(Bi,I + Bi,II + Bi,III)ds

+
∑

e∈∂Ti,e⊂Γi

∫

e

(Di,I + Di,II + Di,III)ds

where the definitions of the terms BI,i, . . . DIII,i follow naturally as in (47) except
that B∗ terms apply on the external parts of the boundary ∂Ωi ∩ ∂Ω and D∗ apply
on its interface part Γi.

When adding (62) over all subdomains i = 1, . . . n, we find that
∑

i ||| e0 |||2K,Ωi
is

made of parts interior to subdomains Iint,i, the external boundary parts BI,i . . . BIII,i

and of the interface parts DI,i . . . DIII,i. The handling of the former is exactly the
same as in Sections 3.3 and 3.4. We focus therefore on the latter which involves
terms on the interface Γ.

In fact, we show below that the terms DI,i and DII,i are combined together
for each i and treated as “boundary terms” in the sense of calculations done in
Section 3.4 and that they act “along” Γ, see Remark 3.2. On the other hand, the
terms DIII,i when added over all i give rise to the part of the estimator dealing
with the jump “across” each Γij which is most interesting to us as it provides the
natural measure of “inconsistency” or “defect” between discrete velocities defined
on on both sides of Γij which as we recall are only weakly continuous.

4.2. Interface terms. In what follows it will be convenient to consider an inter-
section of grids. Recall that each Ωi is covered by quadrangulation Ti whose trace
∂Ti∩∂Ωi provides a grid on each Γi. Also, each interface Γij has its own associated
mortar grid Tm. In the calculations below it will be convenient to use a refinement
of these grids, or in other words, a partition Ti∩m and Ti∩j of Γij so that

Ti∩m := {ξ : ξ = ei ∩ em, ei ⊂ ∂Ei ∩ Γij , Ei ∈ Ti, em ∈ Tm}
and

Ti∩j := {χ : χ = ei ∩ ej , ei ⊂ ∂Ei ∩ Γij , Ei ∈ Ti, ej ⊂ ∂Ej ∩ Γij , Ej ∈ Tj , }
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Note that these new partitions are nothing but refinements of the original grids.
By abuse of notation, we could write Ti∩j = ∂Ti ∩ ∂Tj , and Ti∩m = ∂Ti ∩ Tm.

4.2.1. Interface terms Di,I + Di,II “along” Γ. Here we consider calculations
for each subdomain i.

Recall that λh is piecewise linear on the grid Tm on Γij and it is therefore also
smooth on Ti∩m. Using the same calculations as in Section 3.4.2, we rewrite the
sum over e as a sum over ξ ∈ Ti∩m and consider the contributions from Di,I +Di,II

as
∑

ξ∩Γi

∫

e

(K−1uh +∇λh · t(φi − φi,h)(63)

where we understand by ∇λh · t the directional derivative alongside Γ of λh. In
this calculation which follows from integration by parts, we are left, as in (53),
with additional pointwise terms λh(φ−φh) at those endpoints P i

∂Ω := Γ̄i ∩ (∂̄Ω) of
Γi which may lie on ∂Ω. We ignore these pointwise values as well as those in the
corner points where some Γij and Γkl intersectas their handling is implementation
dependent.

More precisely, when summing over the edges ξ we have
∑

ξ

∫
ξ
−λh(v0

i − v0
i,h) ·

nds =
∑

ξ

∫
ξ
∇λh · t(φ − φh)ds +

∑
P∂Ω

λh(φ − φh)|P∂Ω . The pointwise values at
P i

∂Ω must be combined with Bi,II . In practice, handling of these terms which enter
the η∂Ω part of the estimator depends upon the type of approximation of boundary
condition imposed on ∂Ω and its details will not be discussed.

To handle the terms arising from (63), we proceed as in Section 3.4.2 by noticing
that on each ξ the norm ‖ φ−φh ‖0,ξ can be estimated from above by ‖ φ−φh ‖0,e,
for some e containing ξ. Therefore we get the same type of terms with the part of
the estimator

η2
Γ,|,ξ := hE ‖ (K−1uh +∇λh) · t ‖20,ξ

akin to the terms ηII,Ω in (56). Naturally

η2
Γ,| :=

∑

i

∑

ξ∩Γi

η2
Γ,|,ξ

and we conclude by stating the result which can be proven using the same technique
as the one applied in Section 3.4.2:

∑

i

∑

ξ∩Γi

∫

e

(DI,i + DII,i)ds ≤ Cη Γ,| ||| e |||K ,(64)

where the constant C depends on Ω and K but not on h.

Remark 4.1. In implementation, the values of λh used as a boundary condition for
the local discrete problem (18),(19) are replaced by its piecewise constant projection
onto the grid of Ωi expressed by Qh,iλh. Then the calculation as above is no more
valid as Qh,iλh is piecewise constant. In such a case, we propose to consider, on
a union of two edges e1 ∪ e2, instead of the quantity ∇λh, its discrete “gradient”
∇hλh |e1∪e2 :=

Qhi
λh|e2−Qhi

λh|e1
he1,e2

. It is not hard to see that, a similar estimate as
above will still be valid. Also then, the norm over ξ in the definition of η Γ,| can be
replaced by the norm over ei which is much easier to compute in implementation.

We note in passing that the use of the discrete gradient is related to the definition
of an interpolation operator Ii which is discussed in Section 4.3.
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4.2.2. Interface terms Di,III + Dj,III ”across” Γ. First we note that for v =
e = u−uh we have v ∈ V+V0

h that is, the error is a linear combination of vector
functions whose normal components are at least weakly continuous across Γ. Also,
u0 ∈ V ∩X0, and u0

h ∈ V0
h ∩X0. Hence,

∑

i

∑

e∩Γi

∫

e

DIII,ids =
∑

i

∑

e∩Γi

∫

e

−(p− λh)v0
i · nds

= −
∑

i

∑

e∩Γi

∫

e

(λh − p)u0
h · nids.

Using the intersection of grids Ti∩j we can write
∑

i

∑

e∩Γi

∫

e

DIII,ids = −
∑

i,j

∑

χ∩Γij

∫

χ

(λh − p)[u0
h · n]ijds.(65)

The crux now is to find an appropriate estimate of (λh − p) in some norm of
the error e and to find appropriate characterization of the jump quantity [u0

h · n]ij
which is constant on each χ. The former will be done by borrowing from the theory
developed in [27, 24], and by applying some a-priori estimates from [7]. The latter
will be done by defining a norm of [u0

h · n]ij weighted by averages of the length of
the edges on both “sides”of χ which will give rise to the “across-Γ” part η Γ,∗ of
the estimator η.

Remark 4.2. Note that if the source f restricted elemntwise to the support of the
discrete solution uh is zero, which is frequently the case of wells in a reservoir, then
u0

h coincides with uh.

4.3. Estimates on Γ. In order to estimate the terms in (65), we first note that
it can be rewritten as

∑

i

∑

e∩Γi

∫

e

DIII,ids = −
∑

i

∫

Γi

(λh − p)u0
h · nids.

which resembles the definition of a bilinear form (·, ·)dh
in [7]. That form provides

some “measure of inconsistency” due to the non-matching grids and mortar spaces:
it evaluates the jump of the fluxes arising from a set of solutions in subdomains
subject to homogeneous boundary conditions on ∂Ω and no source/sink terms, and
subject to a prescribed boundary condition on Γ given by λh − p. The a-priori
results in [7] provide a convergence estimate for ‖ λh − p ‖dh

in the norm arising
from (·, ·)dh

.
We cannot use this characterization directly, mainly because it does not provide

a natural way to define a computable part of the estimator. Rather, we define a
norm which can be shown to be equivalent to ‖ · ‖dh

. To this aim, we recall an
interpolation operator Ii which is a composition of the interpolation operator IΩI

h

from [24] and the projection Qh,i from [7], see ([7], Remark 6.1). More precisely,
for a function r ∈ L2(Γ), Iir is the piecewise linear interpolant of the piecewise
constant averages of r defined on the grid Ti|Γi .

We now define the following discrete seminorm on Γ which in fact is a norm on
Λh for piecewise constants on the grids ∂Ti on Γ

|r|2M :=
∑

i

|r|2M,Γi
:=

∑

i

∑

e∈∂Ti|Γi

1
he

‖ Iir ‖20,e

where he = |e| is the length of an edge e ∈ Ti|Γi .
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Remark 4.3. It is shown in [24] that

|Iir|21/2,Γi
≈

∑

e∈∂Ti|Γi

1
he
‖ Iir ‖20,e

where the ≈ sign means equivalence of norms. In this result the scaling by a power
of |e| ≈ he is typical to the dimension of Γ and Ω in Rd, d = 2, and is reminiscent of
the fact that the discrete l2 norm of nodal values of Iir scales like 1√

|e| with respect

to the L2(Γ) norm of r. We can conclude, from the definition of M -seminorm that
it is equivalent to this discrete H1/2(Γi) seminorm.

Remark 4.4. In [7], Remark 6.1, the |Ii · |1/2,Γi
(and by Remark 4.3, the M -

seminorm defined above) is discussed as being equivalent to the | · |dh
seminorm.

This equivalence is reconfirmed by numerical experiments shown in ([7], Section
8.1).

In conclusion from these two Remarks we may write |r|2M ≈ |r|dh
. To see how

this can be exploited we proceed to estimate (65).
Denote by r̂ω the average value of r over ω and use the fact that, upon neglecting

higher order terms, ‖ r̂e ‖0,e≈‖ Iir|e ‖0,e, for an edge e ∈ ∂Ti. We can then derive
the following estimate, by grouping the terms χ ⊂ ei ∩ ej , for some ei ∈ ∂Ti and
ej ∈ ∂Tj , and applying Cauchy-Schwarz inequality for sums repeatedly,

< r, sh >Γij =
∑

χ

∫

χ

rshds ≤
∑

χ

‖ sh ‖0,χ‖ r̂χ ‖0,χ

≤ 1
2


 ∑

ei∈∂Ti,ei⊂Γij

1√
hei

‖ Iir ‖0,ei

√
hei ‖ sh ‖0,ei

+
∑

ej∈∂Tj ,ej⊂Γij

1√
hej

‖ Ijr ‖0,e

√
hej ‖ sh ‖0,ej




Next, upon summing over all i, j and using the definition of M -norm, and splitting
the norms (squared) of sh over ei, ej as sums of norms (squared) over χ, we get

< r, sh >Γ ≤ 1
2
‖ r ‖M ×

√√√√√
∑

i,j


 ∑

ei∈∂Ti,ei⊂Γij

hei ‖ sh ‖20,ei
+

∑

ej∈∂Tj ,ej⊂Γij

hej ‖ sh ‖20,ej




≤
√

2
2
‖ r ‖M

√√√√√
∑

i,j


 ∑

χ∈Ti∩j ,χ⊂Γij

hei + hej

2
‖ sh ‖20,χ




These calculations suggest a natural definition of the “across-Γ”part of the error
estimator as

η2
Γ,∗ :=

∑

i,j


 ∑

χ∈Ti∩j ,χ⊂Γij

hei + hej

2
‖ [u0

h · n]ij ‖20,χ


 .(66)

We note in passing here that the expression used in the definition of η Γ,∗ can be
seen, by its scaling, as the discrete dual H−1/2 norm, see [10], and henceforth, as
the norm M−1 “dual” to M . This characterization will not be pursued.
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Combining the above calculations and applying them to (65), and following the
Remarks 4.3,4.4 we arrive at

∑

i

∑

e∩Γi

∫

e

DIII,ids ≤ C ‖ p− λh ‖M η Γ,∗(67)

where the constant C is independent of h and where it lumps the constants arising
in the calculations as well as those throgh equivalence of norms.

Finally, we need an estimate for ‖ p−λh ‖M in some norm of e. This is provided
by the fundamental a-priori result in ([7], Theorem 4.2) which states that the error∑

i ‖ u− uh ‖H(div;Ωi)= O(h). At the same time, Theorem 6.2, [7], says, that for
diagonal tensor K, and rectangular grids, we have ‖ p−λh ‖dh

= O(h3/2). Recalling
the equivalence of ||| · |||K,i and ‖ · ‖H(div;Ωi) which hold on every Ωi, we combine
these results in the following Assumption.

Assumption 6. For sufficiently small h, the following estimate holds

‖ p− λh ‖M≤ Csat ||| u− uh |||K .(68)

This assumption is similar in its application to the saturation assumption in [54].
With (68) we can complete the estimate of the “across Γ” terms (67) and get

∑

i

∑

e∩Γi

∫

e

DIII,ids ≤ Cη Γ,∗ ||| e |||K(69)

where the constant C lumps constants from (68) and from calculations leading to
(67) and is independent of h but is dependent on K and Ω.

4.4. Main result. By combining (57), (58), (62), (64), (69), and proceeding sim-
ilarly as in Section 3, we arrive at the following theorem which shows that the
estimator η is reliable.

Theorem 4.1. Let Assumptions 1, 2, 3, 4 and 5, 6 be satisfied. Then the following
upper bound holds:

∑

i

||| e |||2K,i ≤ η2(n) :=
∑

i

η2
f,i +

∑

i

η2
int,i(70)

+
∑

i

η2
II,∂Ωi∩∂Ω +

∑

i

η2
III,∂Ωi∩∂Ω

+
∑

i

η2
Γ,|,i + η2

Γ,∗.

We de not pursue the proof that the estimator is efficient, or consideration of
the total error, see discussion following Theorem 3.1. Instead we devote the rest
of the paper to examples and extensions concerning the terms η Γ,∗ which are most
interesting as they measure the “defect” arising from mortar spaces.

5. Computational results for single phase flow

Results reported in this paper were obtained with the implementation of the
mortar algorithm designed and integrated within the general multiblock and mul-
tiphysics capabilities of the IPARS framework [51]. The grids in the framework are
rectangular cell-centered; identification of finite difference schemes on these grids
through numerical integration with mixed methods on RT[0] spaces is done as in
[47, 8] and Peaceman well models [39] are employed. Boundary conditions and
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solvers applied are described in [42, 32, 33], respectively. Various physical mod-
els are available in the framework; in this paper we focus on a single-phase and a
two-phase implicit and sequential models.

For single-phase flow, the IPARS implementation of the mortar algorithm, re-
called in Section 5.1, is essentially a straightforward port of the code used in [7].
Asymptoptic convergence of this algorithm was demonstrated in [7] and will not be
discussed here. The algorithm was enhanced for the needs of this paper by com-
putation of error indicators on the mortar interface which helps to find an optimal
mortar grid Tm for a given subdomain grid Th.

The extensions of the algorithm to multi-phase flow are discussed, and related
computational results are reported in Section 7. Details of the algorithm and its
implementation for multi-phase flow and multinumerics and multiphysics couplings
are described in detail in [43, 44, 36, 45, 50, 35].

Remark 5.1. For the sake of proper interpretation of computational results dis-
cussed below, it is important to point out the following. IPARS framework, among
other features, offers visualization and post-processing capabilities of cell-centered
unknowns designed to be flexible and robust for execution with multiple blocks and on
multiple processors. While it provides continuous contours across processor bound-
aries, the visualization tool used for presentation of results in this paper works locally
on any given block and does not exploit any meta-information concerning the global
continuity of the solution across the interface Γ. While this could be done by some
form of interpolation or kriging, also on non-matchning grids, it would result in
ad-hoc smearing of real values. The “lack-of-continuity” phenomenon gets weaker
with refinement of subdomain grids Th, but we advocate some degree of caution when
interpreting the visual results; see Figure 1.

Finally, visualization of velocity/flux type unknowns gets even trickier: the vi-
sualization tool requires projecting any values to a node-centered visualization grid.
Since velocities in RT[0] spaces are naturally defined at mid-points of the edges, the
post-processed fluxes are at best first order accurate in the interior of subdomains
and appear unnatural at the interface Γ. For that reason we do not show the velocity
field in our computational examples.

5.1. Algorithm for single-phase flow. Now we discuss the computational re-
alization of the system (18)-(19) following [27, 7]. It is done in a classical domain
decomposition setting where the unknowns are the Lagrange multipliers on the
interface sought by an iterative algorithm.

Specifically, consider a given λh ∈ Λh. For any such λh, the solution uh,i, ph|Ωi

to the local problems (12)-(13) exists and is unique. One can therefore associate
with λh the pointwise values of the jump of normal components of uh ∈ V−1

h

across Γ which we denote by B(λh). We have

(B(λh), µ)Γ =
∑

i

< uh,i · ni, µ >Γi , µ ∈ Λ.(71)

Now take µ ∈ Λh; with such test functions B(λh) can be identified with its projec-
tion Bh(λh)|Γij := Πh[uh]ij onto Λh.

Using this characterization we see that uh ∈ V−1
h satisfies (18)-(19) if actually

uh ∈ V0
h, or, equivalently, if ∀µ ∈ Λh, (B(λh), µ)Γ = (Bh(λh), µ)Γ = 0. Hence,

the following problem is equivalent to solving (18)-(19)

find λh : Bh(λh) = 0,(72)
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Figure 1. Visualization issues for multiblock mortar decomposi-
tion. Left: contours of a continuous variable. Right: contours of
the same variable displayed on a multiblock grid with matching
grids lack continuity as they are rendered independently on each
block. This “artificial” discontinuity decreases with the grid size
and is purely a visualization artifact.

To solve (72) one employs an iterative algorithm, which starts with an initial
guess λ0

h and which terminates when a given convergence criterium

‖ Bh(λh) ‖0,Γ≤ ε(73)

is satisfied.
In view of our subsequent discussion, it is convenient to represent the solution

algorithm as follows

Iterate I = 0, 1, . . . Iconv: given current guess λI
h

a) solve in each block Ωi, i = 1 . . . n:
use λI

h|Γi as a boundary condtition for the pressure in each block i,
find (ph,u(I)

h )|Ωi

b) compute Bh(λI
h), verify (73), if satisfied, quit;

c) if (73) not satisfied, determine a new guess λI+1
h ; I := I + 1, go to a).

Figure 2. Multiblock algorithm for single-phase flow

In implementation, one can exploit linearity of the problem, and solve only a
positive-definite sub-problem of (73) using a CG solver; see [27, 7]. In a general
setting applicable to multi-phase flow problems, a non-symmetric solver from GM-
RES family is applied to solve the algorithm in Figure 2. The choice and properties
of that solver critically influence the computational complexity of the overall mortar
algorithm which in general increases with the number nm of mortar degrees of free-
dom. Application of a preconditioner may weaken this dependence; in particular, an
optimal preconditioner may render Iconv independent of nm. In this direction, see
the discussion on balancing preconditioner in [24, 40], or the multigrid algorithms
described in [52].
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Figure 3. Single-phase flow example. Left: pressure solution on
one block (without mortars). Right: permeability field character-
ized by constants K1,K2,K3, K4, position of wells marked with
a “*”, and decomposition of the domain into two blocks Ω1, Ω2.
Note different aspect ratio on the right.

Without optimal preconditioners Iconv increases at least linearly with nm which
remains true in the more general setting for multi-phase flow. Hence, it is of
substantial interest to find a “good” mortar grid for which the balance of accuracy
and complexity is acceptable. This is discussed below.

Remark 5.2. We note that, for the sake of this paper, we conciously ignore the
following elements of the implementation which render the computed solution ũh
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Figure 4. Single-phase flow example, mortar solution. Left: pres-
sure solution. Right: contours of the error quantity ηΓ,∗ computed
pointwise
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different from uh considered above. These elements include effects of Peaceman
well models, numerical integration and in particular those of identification of mixed
RT[0] solution with one of cellcentered discretization, iterative (inexact) solution of
subdomain problems, and those of inexact solution to the interface problem.

5.2. Computational experiment. Now we focus on the main interest of this
paper which is to determine the “right” mortar grid Tm for a given subdomain
discretization Th. To this aim, consider a simple computational experiment where
the flow in the region Ω = (0, 8)× (0, 800)× (0, 400) is driven by an injection and
a production well, located as shown in Figure 3, each with bottom hole pressure
(BHP) specified at 510[psi], 475[psi] respectively. The permeability is given by the
constants K1 = 0.5,K2 = 5,K3 = 2,K4 = 200, with isotropy in both horizontal
directions. The case is really two-dimensional but is simulated with a 3D code;
the additional parameter is the anisotropy ratio of K equal to 1/50 in the vertical
direction. The grid is 2× (2× 20)× 20.

We note that instead of (7) we use here the no-flow boundary conditions (8). In
addition, k and f are not smooth, hence, Assumption 3 is not satisfied. In fact,
the pressure p it is at most H3/2+ε, see ([15], Prop. 2.2). Still, the estimator η in
Theorem 4.1 is well defined even though formal convergence proof does not hold.

The solution is clearly smooth locally inside each of the subdomains where
Kk, k = 1, . . . 4 is locally constant and away from the wells. However, the pres-
sure has very high gradients near the center of Ω where there is a sharp jump of K
in all directions. If the grid on Ω were to be adapted, the refinement would focus
in this region. Assume however that we are keeping Th fixed and that we vary Tm

in the mortar multiblock decomposition shown in Figure 3.
Specifically, Ω is decomposed into two blocks Ω1,Ω2, with Γ = (0, 8)× {400} ×

(0, 400). On Γ the subdomain grids simply match. For mortar grid we use uniform
partition with nm = 1, 5, 15 referred to as the coarse, fine, and finest mortar grids,
respectively. The problem is solved in each case with very low tolerance ε = 1.e−6
on the interface. The pressure solution for each case is shown in Figure 4. We do
not show the velocity field; by Remark 3.1 and 5.1 the images of scalar unknowns
whose error is coupled to the velocity error is a better illustration for discussed
phenomena.

Clearly, as can be seen from the pressure profiles compared to the one-block so-
lution in Figure 3, the coarse mortar grid gives rise to a solution whose features are
not adequately captured close to Γ, even if we factor in the distorting visualization
effects discussed in Figure 1. However, the fine and the finest mortar grid appear
to deliver an appropriate level of agreement with the one-block solution. Note that
the grids across Γ are purposely chosen to match; this allows us to see clearly the
effects of a weak-continuity condition of fluxes from V−1 versus those in V0, as in
Figure 3, and its dependence on nm. While obviously the quality of solution im-
proves with increasing nm, the weak-continuity never “converges” to the continuity
condition: on one hand, there is an upper bound on nm for a given Th following
from condition (23), and on the other hand, even for matching grids Ti, Tj , the
composition of the projections Πh ◦Qh,i or its transpose are never idempotent.

In general, a comparison of a numerical solution with an analytical solution is
not available and one uses a-posteriori error estimators to guide the selection of
an optimal grid. In the context of the mortar grid, a comparison of the mortar
multiblock solution with one-block solution is likely also unavailable, due to the
complexity of the size of the overall problem. Even if it is available, a rigorous
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comparison may be hard to make due to different grids and different models applied
to individual subdomains.

5.2.1. The effect of ηΓ,∗. Consider the choice of an optimal mortar grid, while
keeping Th fixed. The error bound in Theorem 4.1 includes, in addition to ηΓ,∗,
the subdomain and the external boundary parts of the estimator, and therefore, no
rigorous quantitative comparison can be made between the energy error and the
error quantity ηΓ∗ . We focus therefore on qualitative information: the error quan-
tity on the interface delivers valuable information which can be used to determine
the “best” mortar grid and, at the very least, the most suitable nm.

Figure 4, right column, shows the local values of ηΓ,∗ across Γ which are actually
computed on the interesection of the grids T1∩2 which in this case is just the trace
of the matching grids Ti. One can see that there is a substantial support of the
error component for coarse mortar grid which becomes localised in case of fine and
finest mortar grids. These individual values can be used to determine the optimal
grid. As can be seen in Figure 4, the values of ηΓ,∗ correlate with the quality of the
solution.

In summary, these results show the essential practical features of the mortar
mixed algorithm as concerns dependence on nm. First, the weak continuity of
fluxes in (72) is not sufficient for a good level of local mass conservation when very
coarse mortar grid is used. However it is not mandatory to use the finest mortar
grid; an intermediate discretization may deliver satisfactory results. In fact, one
can find the “right” mortar grid Tm from qualitative analysis of the error quantity
ηΓ,∗ shown per mortar grid element. In addition, for n > 2 the l2 discrete norm over
each interface Γij , could be used to determine on which interface Γij the mortar
grid should be adapted. This is done in the context of multi-phase flow in Section 6.

6. Multi-phase flow model and mixed mortar algorithm

In this section we present an extension of the results above to multi-phase flow.
First we introduce the model and the modified algorithm. The extension is obvi-
ously nontrivial as it includes transient nonlinear effects of viscous, capillary, and
compressible flow of multiple components, and requires solution of a system of
coupled parabolic/hyperbolic equations rather than a single elliptic problem as (1).

6.1. Model for multi-phase flow. Here we briefly introduce the model for the
flow of multiple fluid phases which extendx (3) and (6). First, each of the phases
α has its associated value of saturation Sα. One has

∑
α

Sα ≡ 1.(74)

The pressures of the individual phases are denoted by pα. Their difference is called
the capillary pressure Pc,α,α′ , it is dependent on phase saturations and is given as
rock property data. Each phase has its associated density ρα. Relative permeabili-
ties kα and viscosity µα are, in general, dependent on the saturations and pressure.
These are given as rock property data as well; for examples and details see [29].

The multi-phase extension of Darcy’s law (3) reads

uα = −K
kα

µα
∇pα.(75)
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while the conservation of mass (6) for immiscible flow is replaced by the equation,
written for each α separately,

∂(φραSα)
∂t

+∇ · (ραuα) = fα(76)

where φ denotes the porosity of the porous medium, generally pressure-dependent
and here assumed as dependent on position x ∈ Ω only.

This general multi-phase flow model is given in [38, 34] and more recently in [29];
it gives rise to a family of multi-phase and multi-component flow models ranging
from models of unsaturated groundwater flow through two-phase oil-water flow
models and black-oil models to a full compositional model. In the latter cases, the
models are complemented by thermodynamic statements which relate the pressures
and compositions of the fluids. In this paper we focus on two-phase flow only
applicable to oil-water flow with α = w, o or flow in vadose zone with α = w, a
where w, o, a denote phase subscripts for water, oil, and air, respectively. For
simplicity we consider incompressible examples for oil-water reservoirs only.

Equations (75), (76) are written for each phase α = o, w and are coupled by
(74) as well as by the capillary pressure relationship. In the case of two immiscible
fluids α = w, o, this relationship is given by

po − pw := Pcow(Sw)(77)

where Pcow is a non-increasing function of the wetting phase saturation Sw, which
is singular at the left end of its domain and possibly as well at the right end.
The model is complemented by initial conditions and boundary conditions. The
former are, for example, hydrostatic equilibrium conditions and the latter are no-
flow conditions which extend (8).

For this general multi-phase flow model case, the well-posedness results for single-
phase flow do not extend. Results that do apply rely on characterization of the
system (75)–(76) as a coupled system of two nonlinear generally parabolic equations
which may locally change type to elliptic or hyperbolic. When the system is solved
for, say, a pressure unknown and a saturation unknown, these variables generally
exhibit non-smooth behavior in space and in time. In particular, the low regularity
of pressure is mainly due to the jumps in the permeability coefficients and to high
gradients around wells. At the same time, the saturation variable behaves like a
solution to a nonlinear weakly diffusive conservation law and hence it exhibits fronts
of shock and rarefaction type. See [5, 9, 6, 19, 20, 21] for discussion of well-posedness
of two-phase flow problems and references to other works.

6.2. Numerical methods for multi-phase flow. As a consequence of low reg-
ularity of solutions to multi-phase flow models, the construction and analysis of
appropriate numerical methods is difficult. The existing algorithms differ by the
spatial and temporal discretization techniques. The former includes various finite
element and finite volume discretizations as well as block- or cell-centered finite dif-
ference techniques. The latter includes various implicit, semi-implicit and explicit
time discretizations as well as their time-adaptive variants. We refer the reader
to [38, 29] for an introduction and a review of established methods and to [1] and
references therein for recent advances.

The common characteristics of numerical methods for multi-phase flow relevant
to the topic of this paper is the tremendous complexity of the overall system,
especially in heterogeneous medium with many phases or fluid components present
and when globally implicit methods are used. Efficient solvers are mandatory; see
[33] for recent progress in this direction. On the other hand, the locally adaptive
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gridding, time-stepping, model selection and solver techniques offer an attractive
alternative, by allowing one to choose locally the best discretization method for the
desired level of accuracy and efficiency.

This paper is devoted to one such technique based on mortar formulation, whose
multi-phase and multi-physics algorithmic extension has been shown to be effective
in this direction, see [43, 51, 44, 45, 37, 35].

6.3. Mortar algorithm for multi-phase flow. When extending the algorithm
shown in Figure 2 to multi-phase flow, first we have to account for the transient
behavior of the flow. For simplicity we consider a generic fully implicit form of
time-stepping, and associate t with the time step value. In other words, we first
consider a time- and space-discrete version of (75) and (76) using RT[0] spaces, with
upwinding applied to nonlinear terms on Ω. In fact, we consider its local variant
on each Ωi, similarly as it was done for single-phase flow. The local solutions are
coupled by interface conditions posed in terms of unknowns Lt

h on Γ. Each local
problem is solved for the set of unknowns Υt

h|Ωi
which include pressures, fluxes,

and saturations. The problem in every block is nonlinear and is solved by a Newton
method, to a certain tolerance. See [45] for details of the discretization and [42]
for details of the model and its boundary conditions, and [32, 33] for discussion
of subdomain solvers. Finally, see [43] for alternative to this fully implicit time-
stepping procedure on the interface and in the subdomains. Some new results on
non-implicit time-stepping on the interface are available but will not be discussed
here.

Now we discuss Lt
h ∈ (Λh)2 (or more general Lt pointwise) which has to provide

boundary conditions for the flow. If pressure is one of the two unknowns in Lt, it
has to be complemented by another phase variable. The choice of variables included
in Lt is delicate and can be made adaptive in time, see a discussion in [41, 42]. Here
we assume a fixed choice at every time step t, Lt ≡ L = (Po, So) pointwise which
is consistent in this case with the subdomain unknowns Υt.

As concerns fluxes, we now consider Bt(Lt
h) = ([ut

h,w], [ut
h,o]) or any combination

of these quantities, as may be convenient in various time-stepping procedures on the
interface. In reality, for compressible flow, not the phase velocities uα but rather
the mass fluxes ραuα are used in B. We denote by Bt

h the discrete value of Bt(Lt
h)

identified through a projection onto (Λh)2, as was done in Section 5.1.
In summary, at every time step t we solve the system

Bt
h(Lt

h) = 0

which is of size 2 times the number of mortar unknowns. This problem is, in general,
nonlinear, and is solved by a Newton-Krylov algorithm to a given tolerance that is,
we solve

‖ Bt
h(Lt

h) ‖0,Γ≤ ε,(78)

see [57] and extensions to multiphysics couplings in [35]. The algorithm naturally
exploits the transient behavior of the problem and uses solutions from the previous
time step on interface Lt−1

h as well as on subdomains Υt−1
h as initial guess for the

nonlinear ieration in step t.
The algorithm is schematically shown in Figurre 5.
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Time step t: set Lt,1
h := Lt−1

h and use Υt−1
h |Ωb

as initial condition
Iterate I = 1, . . . Iconv: given current guess Lt,I

h

a) solve in all blocks i = 1, . . . n:
i)... ii) ... use Lt,I

h as boundary condtitions for block i

iii)... iv) ... find Υt,I
h |Ωb

b) compute Bt
h(Lt,I

h ), verify convergence and determine new guess Lt,I
h

Time step t: we have computed Lt
h := Lt,Iconv

h and Υt
h|Ωi

:= Υt,Iconv

h |Ωi
, i = 1, . . . n

Figure 5. Multiblock algorithm for multi-phase flow

7. Computational results for multi-phase flow

Our focus in this section is as before on the jump quantity B across Γ and
how it is related to the error in the computed solution. In the context of multi-
phase flow, the very definition of the error quantity may vary, depending on the
properties of the exact solution and on the goals of the computation. Whereas for
single phase flow the error naturally included the phase pressure and velocities,
in the case of multi-phase flow it clearly must include another phase property in
addition to pressure and perhaps all other phase or component fluxes. While the
behavior of phase pressures in case of constant flow conditions is not very dynamic,
the behavior of phase saturations, in contrast, exhibits strong transient character.
In waterflooding experiments starting from equilibrium conditions, such as those
considered here, the saturation fronts start at injection wells and gradually advance
to the production wells. Finally, the injection and production rates, which are
dependent on the imposed well bottom hole pressure as well as on the current
pressure and saturation values, are the most interesting; they can be considered as
the natural quantity of interest in the laguage of error estimators [4].

The case studies whose results are reported below were designed to show the
sensitivity of the multiblock mortar solution and its correlation to the error quantity
ηΓ,∗ to the mortar grid in a realistic reservoir simulation setting.

7.1. Setup of experiments. First we discuss the choice of the permeability field.
In Section 5.1 we reported results for single phase flow in a reservoir with a piecewise
constant permeability field, where the mortar interface Γ was aligned with some
of the lines of discontinuity of the coefficient K as is classically done in domain
decomposition; see also examples in [45]. Here we choose a more realistic setting
in which K is heterogeneous and possibly uncertain; in fact, we generate K using
a simple geostatistic package [31]. We consider three cases labeled as H, HI, HX,
respectively; each represents a single realization of a permeability field. The cases
differ by the correlation length of the assumed probability distribution and range
from large to small to “zero” (uncorrelated), respectively. The fields are shown in
Figure 6 and are based on the same 1 × 30 × 30 grid. They were scaled to have
approximately the same mean.

Now we discuss the flow conditions of all experiments. The flow is driven by an
injection well and by a production well; consequently, the waterflooding proceeds
from an injection well to the production well. The simulation lasts until 1000 days
which is close to the water breakthrough time for all cases.
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Figure 6. Design of two-phase flow experiments. Permeability
fields for cases H,HI, HX and the domain decomposition.

The mortar multiblock algorithm is executed on each of the domains as follows.
First, we obtain the one-block solution (n = 1, no mortar interface) which we use
as the reference case. Next, Ω is decomposed into n = 4 subdomains with parts of
the interfaces Γ numbered as 1, 2, 3, 4, see Figure 6. We are interested in solving
the problem both with various number nm of mortar degress of freedom assigned
per interface, and also with varying degree of tolerance ε in (78). In fact, it turns
out that these two directions are related, see Section 7.3.

7.2. Saturations. First, we discuss the pointwise results. Consider the contours
of water saturation Sw at the end of simulation shown in Figure 7. These can
be considered representative for the problem as they are strongly coupled to the
pressure solution and in turn to the weakly continuous velocity solution. In a way,
saturation profiles give a sense of the “worst” scenario, especially that for variables
with convective character such as saturations, the visualization artifacts discussed
in Remark 5.1 are worse than those for steady-state variables.

For each case, we now compare the n = 1 solution to the n = 4 with varying
nm. We see that for case H the results for the coarse mortar grid are much worse
than those for the finer grids. On the other hand, for cases HI, HX the difference
between results for varying nm is much “smoother”. This can be clearly explained
with the following reasoning. Cases with large correlation length such as H (or
the case reported in Section 5.1) give rise to large-scale variations of the flow, and
in order to be handled correctly in domain decomposition setting, the mortar grid
should be aligned with the material properties or should be chosen fine enough
locally near where these variations occur. See also related results in [45]. On the
other hand, cases with smaller correlation length give rise to more “small-scale”
variations of the solution which are not harmed as much by averaging introduced
by the mortars.
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7.3. Well rates. As mentioned before, the well rates reported from reservoir sim-
ulations are important for several reasons. First, they capture in some sense the
average in space and transient behavior of the field without having to post-process
and maintain large volumes of pointwise data. Second, they are practically the
only quantities that can be realistically measured in a real field. Last, it is the well
rates which determine the economic value of a field and its operating conditions
and therefore are most important from the applications point of view.

In the model (76), the well injection and production (mass) rates appear as
the source/sink terms fα, respectively. For incompressible flow, at any time the
net amount of volumetric rates must be zero, and well rates are not independent
from one another. Taking into account reasonable pressure gradients, the same is
approximately true for compressible flow.

One typically considers just a few of the quantities. Here we consider the oil
production rate fo which is most dependent on the global dynamics of pressure,
and the water/oil ratio fw

fo
, which clearly shows the water breakthrough time and

is most sensitive to the local heterogeneities and to the arrival of saturation fronts.
These two quantities for all three choices H, HI,HX of K as well as for various
choices of nm (left) and of ε (right) are shown in Figure 8.

When analyzing these results, we first note the behavior of oil production rate
fo which is large approximately throughout the first half of the simulation and
decreases around the breakthrough time. This behavior is typical for fixed BHP-
specified wells.

Next, as concerns the sensitivity of the well rates to the mortar discretization
parameter nm, conclusions similar to those arising from analysis of saturations
in Section 7.2 can be drawn. That is, the case H appears to be non-smoothly
sensitive to nm whereas cases HI, HX remain less sensitive. It is interesting but
not very surprising that essentially the same can be said concerning sensitivity
to the interface tolerance criteria in (78) as shown by the sequence of graphs in
Figure 8, right.

In summary, in case H it appears important how “closely” the flux continuity
is approximated by weak-continuity. On the other hand, this is less significant in
cases HI, HX. Note that these sensitivities were determined in experiments where
nm and ε were chosen uniformly on all interfaces Γ1, . . . Γ4.

In the next section, guided by the error indicator ηΓ,∗, we show how the quality
of the solution can be improved by refining the mortar grid locally, that is, on a
selected Γk.

7.4. Error indicator for multi-phase flow. Let us focus now on the case H as
it is the one that can benefit most. Consider nm = 1, uniformly on all interfaces
and consider the norm of the jump in the oil flux Bh,o computed locally per each
interface Γk, k = 1, . . . 4, at each time step, plotted in Figure 9, left. Note that the
same simplifications as those mentioned in Remark 5.2 apply.

From the plot we see that the largest values of that functional arise on interfaces
Γ1, Γ4. This is related to the fact that the local variation of K along (and across)
these two interfaces is more prominent than at Γ2,Γ3; see Figure 6.

The plot suggests therefore the need to adapt nm on these two interfaces. After
that is done, the simulation is redone and new error indicators plotted (in the same
Figure) appear all approximately the same, that is, having the same norm.

To see that this refinement procedure was successful, we show the well rates
recomputed for the adapted case and plotted along with all the other uniform
mortar grid results in Figure 9, right.
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Note that the norm of Bh,w is not shown; however, it has similar overall behavior
as Bh,o. The delicate differences between the behavior of Bh,w and Bh,o can be
exploited in a fully adaptive procedure discussed next.

7.5. Summary of adaptivity of mortars for multi-phase flow. The follow-
ing mortar adaptive procedure arises as a logical generalization of the experiments
shown above. First, given a certain geological model, one should choose a practical
subdomain decomposition that is consistent with the major geological features of
the reservoir. In particular, the subdomain interfaces Γ, whenever possible, should
fall along any major contrasts of rock types. Second, given practical computational
constraints including the size of memory and estimating realistically the time of
computations, one should choose subdomain grids Th which may be non-matching
across Γ. Third, one should choose the coarsest mortar grid and most liberal toler-
ance that seem practical in computations and compute a corresponding transient
solution. Then, guided by possible imbalance of mortar error indicators as shown
in Section 7.4, one should increase nm locally per interface Γij . As a last step one
could decide on the fine details of the mortar grid per interface Γij as guided by
the pointwise values of ηΓ,∗ as shown in the Section 5.1.

Obviously, nm and convergence criteria could also vary in time which comple-
ments the implementation of optimal solvers and preconditioners; this has been
succesfully attempted in large reservoir simulation projects referenced above albeit
in a static setting - a dynamic adaptive approach will be likely more efficient.

We close by remarking that some preliminary results not included here suggest
that the second and third steps above could be done using a grid coarser than the
target grid Th where some form of upscaling from geological model may be necessary.
Finally, a fully adaptive procedure including both subdomain and mortar grids as
well as model and time-stepping can be performed but this is outside our scope.
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[37] Q. Lu, M. Peszyńska, and M. F. Wheeler. A parallel multi-block black-oil model in multi-
model implementation. SPE Journal, 7(3):278–287, September 2002. SPE 79535.

[38] D. W. Peaceman. Fundamentals of numerical reservoir simulation. Elsevier Scientfic Pub-
lishing Company, Amsterdam-Oxford-New York, first edition, 1977.

[39] D. W. Peaceman. Interpretation of well-block pressure in numerical reservior simulation with
non-square grid blocks and anisotropic permeability. Tran. AIME, 275:10–22, 1983.

[40] Gergina Pencheva and Ivan Yotov. Balancing domain decomposition for mortar mixed finite
element methods. Numer. Linear Algebra Appl., 10(1-2):159–180, 2003. Dedicated to the 60th
birthday of Raytcho Lazarov.
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[44] M. Peszyńska, Q. Lu, and M. F. Wheeler. Multiphysics coupling of codes. In L. R. Bentley,
J. F. Sykes, C. A. Brebbia, W. G. Gray, and G. F. Pinder, editors, Computational Methods
in Water Resources, pages 175–182. A. A. Balkema, 2000.
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Figure 7. Two-phase flow. Saturations after 1000 days, from top
to bottom: cases H,HI, HX
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Figure 8. Well rates for the two-phase flow example. Sensitivity
to mortar grid (left column) and to convergence tolerance ε (right
column). Top to bottom: cases H, HI, HX
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