DETERMINING A FUNCTION FROM ITS MEAN VALUES OVER
A FAMILY OF SPHERES

DAVID FINCH*, SARAH PATCH', AND RAKESH?

Abstract. Suppose D is a bounded, connected, open set in R™ and f a smooth function on R™
with support in D. We study the recovery of f from the mean values of f over spheres centered on
a part or the whole boundary of D. For strictly convex D we prove uniqueness when the centers
are restricted to an open subset of the boundary. We provide an inversion algorithm (with proof)
when the the mean values are known for all spheres centered on the boundary of D, with radii in the
interval [0, diam(D)/2]. We also give an inversion formula when D is a ball in R™, n > 3 and odd,
and the mean values are known for all spheres centered on the boundary.
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1. Introduction. Wave propagation and integral geometry are the physical and
mathematical underpinnings of many medical imaging modalities. To date, standard
modalities measure the same type of output energy as was input to the system. Ul-
trasound systems send and receive ultrasound waves; CT systems send and receive
X-ray radiation. Recent work on a hybrid imaging technique, thermoacoustic tomog-
raphy (TCT), uses radiofrequency (RF) energy input at time ¢y and measures emitted
ultrasound waves [18]-[20].

RF energy is deposited impulsively in time and uniformly throughout the imaging
object, causing a small amount of thermal expansion. The premise is that cancerous
masses absorb more RF energy than healthy tissue [17]. Cancerous masses prefer-
entially absorb RF energy heat and expand more quickly than neighboring tissue,
creating a pressure wave which is detected by ultrasound transducers at the edge of
the object. Assuming constant sound speed, ¢, the sound waves detected at any point
in time ¢ > ¢y were generated by inclusions lying on the sphere of radius c(t — to)
centered at the transducer. Therefore, this imaging technique requires inversion of a
generalized Radon transform, because integrals of the tissue’s RF absorption coeffi-
cient are measured over surfaces of spheres.

Figure 1.1 shows a TCT mammography system. The breast is immersed in a
tank of water and transducers surround the exterior of the tank. Integrals of the RF
absorption coefficient over spheres centered at each transducer are measured. Notice
that only ”limited angle” data may be measured, as we cannot put transducers on
certain parts of the exterior of the tank.

The above motivated the study of the following mathematical problem. For a
continuous, real valued function f on R™, n > 2, p a point in R™, and 7 a real
number, define the mean value operator

Wn

(M) (p.r) = — / F(p+70) b
10]=1

* Department of Mathematics, Oregon State University, Corvallis, OR 97331-4605. Email:
finch@math.orst.edu

T GE Medical Systems, Mail Stop W-875, 3200 N Grandview Boulevard, Waukesha, WI 53188.
Email: sarah.patch@med.ge.com

fDepartment of Mathematical Sciences, University of Delaware, Newark, DE 19716. Email:
rakesh@math.udel.edu



inadmissible
transducer
location

admissibl

transducer

locations P2 imaging
object

Fic. 1.1. TCT mammography system

where w,, is the surface area of the unit sphere in R™. Let D denote a bounded, open,
connected subset of R™ with a smooth boundary S. For functions f supported in D
we are interested in recovering f from the mean value of f over spheres centered on
S, that is given (M f)(p,r) for all p in S and all real numbers r we wish to recover
f. We also examine the situation where the mean values of f are given over spheres
centered on an open subset of S.

In the rest of the article, B,(p) will represent the open ball of radius p centered

at p, B,(p) its closure, and S,(p) its boundary; Q¢ will represent the complement of
Q. Further, all functions will be real valued.

We have the following results.

THEOREM 1 (Uniqueness). Suppose D is a bounded, open, subset of R™, n > 2,
with a smooth boundary S and D is strictly convex. Let T be any relatively open subset
of S. If f is a smooth function on R™, supported in D, and (M f)(p,7) = 0 for all
p €T and all v, then f =0.

Here by the strict convexity of D we mean that if p,q are in D then any other
point on the line segment pq is in D. Also, note that (M f)(p,r) = 0 for all p € S,
|r| > diam(D).

THEOREM 2 (Reconstruction). Suppose D is a bounded, open, connected subset
of R™, n odd and n > 3, with a smooth boundary S. If f is a smooth function on R"™,
supported in D, and (M f)(p,r) is known for all p in S and for all v € [0,diam(D)/2],
then we may stably recover f. If (M f)(p,r) is known for all p in S and for all v, then
f may be recovered by a simpler algorithm.

Note that we do not assume D is convex but we do need the centers to vary over
all of S. If D is a ball in R™, n > 3 and n odd, and we know the mean values for all
spheres centered on the boundary of D then we have an explicit inversion formula.

We introduce some notation to state the explicit inversion formula. Let C>(.S,(0)x
[0, 00)) consist of smooth functions G(p, t) which are zero for ¢ large and also F G(p, t) =
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Oatt=0for k=0,1,2,--- and all p € 5,(0). Let us define the operator

N+ C§°(B,(0)) — C* (S,(0) x [0,00))
N (p.t) =t"2(M[f)(p,t),  peS0), t>0

and the operator (for odd n > 3)

D+ C(5,(0) x [0,00)) — C(,(0) x [0, 50))

(n=3)/2
0600 = (55) (G0

For example, D = I when n = 3. ~
We now compute the formal L? adjoints of N and D. For G € C*(S,(0) x [0, c0)),
using the change of variables (¢,0) — y = p + t0, we note that

wi.6)- | . / T W t) G, i ds,

1 (o]
—/ / / t"2f(p+t0) G(p,t) do dt dS,
lpl=p |0]=1
/ / p,\p y\)dspdy
n J|pl=p ‘

:fN*

if we take

: L[ Glp—a)
N*G)(z) = ds, . 1.1
waw=5-f (L)

Wn lp — =

Note that for G € C*°(S,(0) x [0,00)), (N*G)(x) is a smooth function on R" with
compact support. The smoothness may be seen as follows; from the hypothesis on G,
we may express G(p,t) in the form G(p,t) = tK(p,t?) for [p| = p, t € [0, 00) for some
smooth function K(p,s). Substituting this expression for G in the definition of N'*
the smoothness of N*G becomes clear.

Also

(n—3)/2
(D
G1.Ga) = /p| JGa)  @en e,

—1) (n— 3)/2/ / Gi(p,t e (Ga(p,t)) dtdS
Ipl=p ’ at 2t ’ b

10\ " 32 1 Gy(p,t)
— (—1)(n=)/2 “2P7) ard
/lpl p/ Gi(p,1) (2t8t> < t ) Sp

= (G1,D*G,)
if we take
(D*G)(p,t) = (1) D2 D(G(p,1) /1) - (1.2)

Note that D* maps functions in C*(,(0) x [0, 00)) to functions in C°°(S,(0) x [0, 00)).
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THEOREM 3 (Inversion Formula). Ifn > 3 and odd, f is a smooth function
supported in B,(0) and (M f)(p,r) (and hence (N f)(p,r)) is known for all p € S,(0)
and all real v, then we have the explicit inversion formulas

fla) = — W (N*D*O2tDNF) (x),  x € B,0)
f(a:)z—m WN*D* 0t DNF) (x), € B,(0)
flz) = — MFZTW Ay (N*D*tDNF) (z), =€ B,(0) .

The inversion formulas in Theorem 3 are local in the sense that f(z) is determined
purely from the mean values of f over spheres centered on S,(0) passing through an
arbitrarily small neighborhood of x. These inversion formulas also generate energy L?
norm identities which are a step towards a characterization of the range of the map
f—Mf.

There is some similarity between the inversion formula in Theorem 3 and the
inversion formula for the Radon transform. The Radon transform of a function f on
R™ is

(Rf)(ﬁ,r)z/ f(@)dS,,  Vr e (—c0,00), 0 R”, [6] = 1.

z-0=r

Its L? adjoint is, for every function F on S;(0) x (—o0, c0),

(R*F)(x):/ F(6,z-0)do, Vae R,
16]=1

and the inversion formula for the Radon Transform is (see [25])

(_1)(n—1)/2

(0) = S ATVARRA) @), Ve € R

The above theorems will be proved by converting the problem to a problem about
the solutions of the wave equation. Consider the initial value problem

Ou = uy — Au =0, reR", teR (1.3)

(., t=0) = 0, ug(.,£-0) = £(.), (1.4)

with f smooth and supported in D. Then, from the standard theory for solutions
of the wave equation, u is smooth in z,t, odd in ¢ (because —u(x,—t) is also the
solution), and as shown in [7], page 682, for n > 2,

1 an72

u(z,t) = ]

t
/ r(t2 =) 2 (M) (@, r)dr,  t>0.  (1.5)
0

Hence the original problem is equivalent to the problem of recovering wu:(x,0) from
the value of u(x,t) on subsets of S x (—00,00). So Theorems 1, 2 will follow from the
following theorems.

THEOREM 4 (Uniqueness). Suppose D is a bounded, open, subset of R™, n > 2,
with a smooth boundary S, and D is strictly convex. Let T be a relatively open subset
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of S. Suppose f is a smooth function on R", supported in D, and u is the solution
of the initial value problem (1.3), (1.4). If u(p,t) = 0 for all p € T and all ¢ then
f=0.

The appropriate version of this result for n = 1 is also true and may be shown by
arguments similar to (but simpler than) those used in proving the above theorem.

THEOREM 5 (Recounstruction). Suppose D is a bounded, open, connected subset
of R"™, n odd, with a smooth boundary S. Suppose f is a smooth function on R",
supported in D, and u is the solution of the IVP (1.8), (1.4). If u(p,t) is known for
all p in S and for all t € [0,diam(D)/2] then we may recover f. We have a simpler
algorithm if u(p,t) is known for allt € R (and allp € S).

In our reconstruction procedures we use the fact that for n odd the fundamental
solution of the wave operator is supported on the cone t* = |z|2. This is not true in
even dimensions and so our algorithm is not valid in even space dimensions. Further,
the method of descent does not help, because if we consider u as a function of an
additional one dimensional variable z, of which u is independent, then the initial
data of the new w is supported in an infinite cylinder in x, z space, and hence is not
supported in a bounded domain.

We show, at the end of the introduction, that Theorem 3 follows from

THEOREM 6 (Trace Identity). Suppose n > 3, n odd, p > 0, f; € C§°(B,(0)),
and u; is the solution of the IVP (1.8), (1.4) for f = fi, i = 1,2. Then we have the

identities

% - fi(z) fa(w) do = —p1/0°° /p_ptul(p,t) Uste (p, t) dS, dt, (1.6)
% . f1(z) fo(z) do = ;/0“’ /Ipl_ptult(p, t) ug:(p, t) dS, dt. (1.7)

Note that (1.6) is not symmetric so it clearly implies another similar identity.
Some other interesting consequences of the non-symmetry will be addressed elsewhere.

We do not have an inversion formula similar to the one in Theorem 3 or Theorem
6 for even dimensions. If we can prove an inversion formula or an identity of the above
type for the n = 2 case, even when f is spherically symmetric, then we feel that the
techniques used in the proof of Theorem 6 would carry over to a proof for all n even
and all f (not just spherically symmetric f). However, we do not have an inversion
formula in the n = 2 case even when f is spherically symmetric.

The identity in Theorem 3 is a step towards identifying the range of the map
f— (Mf)(p,r) in the case when D is a ball in R™, n odd. The other theorems do
not attempt to specify the range of this map for the general case. The identity in
Theorem 6 has important implications for optimal regularity of traces of solutions
of hyperbolic partial differential equations whose principal part is the wave operator.
Some of this may be seen in the proof of Theorem 6 but the general trace regularity
results and their proofs will be given in [11].

Theorems 4 and 5 (and hence Theorems 1 and 2) are valid under slightly weaker
hypothesis. Let D be a bounded, open, connected subset of R™ with a smooth bound-
ary, and U be the unbounded component of R™ \ D - note that OU C S. Then, for
Theorem 4, we may replace the hypothesis that D be strictly convex by the hypoth-
esis that R™ \ U be strictly convex, and I' must be a relatively open subset of oU
(instead of §). For Theorem 5, the reconstruction requires knowing u(p,t) for all
t € [0,diam(D)/2] and for all p in AU (instead of all p in S). This may be seen by
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applying Theorems 4 and 5 to the same function f but over the region R"™\ U instead
of D because we are given that f = 0 on the bounded components of R™ \ D.

The recovery of a function from its mean values over spheres centered on some
surface or other families of surfaces has been studied by many authors. John [15] is
a good source for the early work on recovering a function from its mean values over
a family of spheres with centers on a plane. A very interesting theoretical analysis
of the problem with centers restricted to a plane was provided by Bukhgeim and
Kardakov in [5]; see also the work of Fawcett [9] and Andersson [4] for additional
results for this problem. The difficult problem of recovering a function from integrals
over a fairly general family of surfaces has also been studied - see [22] and [23] and the
references there. The results in our article, for the very specialized family of surfaces
we consider, are stronger.

Cormack and Quinto in [6] and Yagle in [35] studied the recovery of f from the
mean values of f over spheres passing through a fixed point. Volchkov in [31] studied
the injectivity issue in the problem of recovering a function from its mean values over
a family of spheres. He characterizes injectivity sets which have a spherical symmetry
so these results do not cover the injectivity result in Theorem 1. Using techniques
from D-module theory, Goncharov in [13] finds explicit inversion formulas for the
spherical mean value transform operator restricted to some n-dimensional varieties of
spheres in R™. The variety of spheres tangent to a hypersurface is included, but our
interest, the family of spheres centered on a hypersurface, is not.

Agranovsky and Quinto in [1], [2] have proved several significant uniqueness re-
sults for the spherical mean transform, and applied them to related questions such as
stationary sets for solutions of the wave equation. In [1] they give a complete charac-
terization of sets of uniqueness (sets of centers) for the spherical mean transform on
compactly supported functions in the plane, i.e. without assumption on the location
of the support with respect to the set of centers. In [21] there is an announcement of
a uniqueness theorem more general than our Theorem 1, which can be proved using
techniques from microlocal analysis in the analytic category as exposed in section 3
of [2]. We think that our proof is still interesting. We use domain of dependence
arguments and unique continuation for the time-like Cauchy problem to prove Theo-
rem 4, and hence Theorem 1. Since the domain of dependence result and the unique
continuation result for the time-like Cauchy problem are valid for very general hyper-
bolic operators (with coefficients independent of ), our proof of Theorem 4 is actually
valid if the wave operator is replaced by a first order perturbation with coefficients
which are C! and independent of ¢. Our technique may perhaps extend to solutions of
more general hyperbolic operators with non-constant reasonably smooth coefficients,
whereas the methods in [2], [21] would carry over, at most, to operators with analytic
coeflicients.

Theorem 3 in [3] also addresses a question similar to the one dealt in Theorem
1. There, they are interested in the uniqueness question when the mean values of f
are known for all spheres centered on the boundary but they do not require that f be
supported inside the region D. They show uniqueness holds if f € LI(R™) as long as
g <2n/(n —1). The theorem fails for ¢ > 2n/(n — 1).

Norton in [26] derived an explicit inversion formula for the n = 2 case, of the
the problem discussed in Theorem 3, using an expansion in Bessel functions. The
inversion formula needs further analysis to analyze the effect of the zeros of Bessel
functions used in the formula. Norton and Linzer in [27] considered the recovery of
f (supported in a ball in R?) from the mean values of f over all spheres centered
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on the boundary of the ball, again by using a harmonic decomposition. They also
related it to the solution of the wave equation and then transferred the problem to the
frequency domain by taking the Fourier Transform of the time variable. There they
provide an inversion formula in the form of an integral operator whose kernel is given
by an infinite sum. Then they truncated this sum to obtain an approximate inversion
formula. They did not deal with the higher dimensional case. Our exact inversion
formula, which is valid in all odd dimensions, seems to have a cleaner closed form.
The recent articles [32]-[34] use the work of Norton and Linzer, [27], for reconstruction
in thermoacoustic tomography.

After the presentation of some of the results of this paper at Oberwolfach, A G
Ramm informed us that he could also invert the spherical mean transform with centers
on some surfaces, and sent us the preprint [28]. For the problem of inversion when
centers lie on a sphere he gives a series method whose details are given for dimension
n = 3. In that case, his result can already be found in formulas (52) and (56) of
Norton and Linzer in [27]. He also establishes a uniqueness theorem whose strength
in relation to prior results is not fully clear, but it does not contain our Theorem 1,
for example.

We conclude the introduction by showing how Theorem 3 follows from Theorem
6. For n odd, n > 3, from page 682 of 7], we have a more convenient representation
of u(x,t) in terms of (M f)(x,r) than the one given earlier. We have

_ (n—-3)/2
wet) =g () COI@0) = ST DN (18)

Hence, for all f1, fo € C5°(B,(0)), (1.6) and (1.7) may be rewritten as

(f1, f2) = (tDNf1, 0;DNf2) = (N*D*ZtDNf1, f2),

2pT(n/2)? 207 /2)

2pT(n/2)? 2pT(n/2)? /2)

We have an additional identity which comes from the observation that if u is a solution
of (1. ) (1.4), then uy, is also a solution of (1.3) but with the ICs wuy(.,t=0) = 0 and
ugee (., t=0) = Af. Hence (1.6) also implies

(f1, f2) = (tOyDN f1, O DN f5) = N*D* 9t DN f1, f2) .

(f1,f2) = (tDN f1, DNAfs) = (AN*D*tDNf1, f2) .

( /2) ( /2)

These give us the three inversion formulas of Theorem 3.

2. Proof Of Theorem 4. We will need three results in the proof of Theorem

2.1. Unique Continuation For Time Like Surfaces. The first result con-
cerns unique continuation for the time-like Cauchy problem for the wave equation.

PROPOSITION 1. Ifu is a distribution and satisfies (1.8) and u is zero on Be(p) X
(=T,T) for some e >0, and p € R"™, then u is zero on

{ (@) : Je—pl+ |t/ <T},
and in particular on

{(z,t=0) : |z —p|<T}.
7



= =T

Fic. 2.1. John’s Theorem

Proof of Proposition 1
Proposition 1 follows quickly from Theorem 8.6.8 in [14], which itself is derived from
Holmgren’s theorem. In that theorem take Xo = { (x,t) : |z —p|+[t| < T } and
X1 =X2N(Bc(p) x (=T,T)), and note that any characteristic hyperplane through a
point in X5 has the form (x — x¢) - 0 + (t — tp) = 0 for some unit vector § and some
point (zg,t9) € X5. This plane cuts the vertical line = p (in (z,t) space) at the
point (p,t) where t =ty — (p — o) - 0 and hence [t| < |to| + |p — 0| < T. QED
While Proposition 1 is well known in certain circles, we did not find a ready
reference for the proof and so have included the proof above. The proposition was
generalized by Robbiano and Hormander to apply to hyperbolic operators with co-
efficients independent of ¢, but the generalization was not as sharp as Proposition 1.
The definitive form, due to Tataru in [30], includes Proposition 1 as a special case.
The proof of Tataru’s result is quite complicated, but for Theorem 4 we need only the
special case above. The possible extension of Theorem 4 to more general hyperbolic
operators would require the full strength of Tataru’s result.

2.2. Domain Of Dependence For Exterior Problems. Let D be a bounded,
open, subset of R"™ with a smooth boundary S. For points p, ¢ outside D, let d(p, q)
denote the infimum of the lengths of all the piecewise C! paths in R™ \ D joining p
to g. Using ideas in Chapter 6 of [24] (where it is applied to the distance function
generated by a Riemannian metric), one may show that d(p, q) is a topological metric
on R"\ D.

d(p,q)

P

F1G. 2.2. Shortest path between p and q
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For any point p in R™ \ D and any positive number 7, define E,.(p) to be the p
centered ball of radius r in R™ \ D under this metric, that is

E.(p)={xz€R"\D : d(z,p)<r}.

The second result we need in the proof of Theorem 4 is about the domain of depen-
dence of solutions of the wave equation on an exterior domain. Loosely speaking,
the result claims that the value, of the solution of the wave equation in an exterior
domain, at a point (z,s), affects the value of the solution at the point (y,t) only if
d(z,y) <t—s.

PROPOSITION 2 (Domain of Dependence). Suppose D is a bounded, connected,
open subset of R with a smooth boundary S. Suppose u is a smooth solution of the
exterior problem

uy — Au =0, r€R"\ D, teR

u=nh onSxXR.

Suppose p is not in D, and ty < t1 are real numbers. If u(.,ty) and u(.,to) are zero
on Ey, _+,(p) and h is zero on

{(.’[,t) : .’EGS, toﬁtﬁth d(x,p)gtl_t}v

then u(p,t) and ui(p,t) are zero for allt € [tg,t1).

In textbooks one may find proofs of this result when D = ) (in which case
d(z,y) = |z — y|), whereas we are interested in the result for solutions in exterior
domains. While the method of attack for proving such a result is clear enough, the
details are complicated by the fact that the map = — d(z,p) is not a smooth map
and hence one has to appeal to a more general version of the Divergence Theorem.

To prove Proposition 2 we first show that for any p outside D, the function
x — d(z, p) is alocally Lipschitz function on R™\ D; that is for every point ¢ € R™\ D,
there is a ball B,(q) such that

ld(z,p) —d(y,p)| < Clz —y|,  Va,y€ B,(q)\ D

with C independent of z and y. From the triangle inequality

|d(z,p) — d(y,p)| < d(x,y)

so the Lipschitz nature will follow if we can show that, for every ¢ € R™ \ D, there is
a ball B,(¢) such that

d(z,y) < Clz —yl, Va,y€ B,(q)\ D, (2.1)

with C independent of x,y. We give the proof below.

If ¢ is not on the boundary of D, then we can find a ball B,(g) contained in R™\ D
and hence d(z,y) = |z — y| for all z,y € B,(q). So the challenge is to prove (2.1) for
g € S. We give a proof of (2.1) in the n = 3 case - the general case is very similar
just the notation gets a little cumbersome. For g € S, without loss of generality, we
may find a ball B,(q) so that

DN B,(q) = {u= (u1,u2,us) : uz > ¢(u1,u2), u € By(q)}
9
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ul

Fic. 2.3. Lipschitz Estimate

for some smooth function ¢(u1,us). Now if 2,y € B,(¢) \ D then x5 < ¢(x1,z2),
ys < ¢(y1,y2). If the line segment xy does not intersect D then d(z,y) = |z — y| and
(2.1) is valid. So assume that the segment zy enters D at a and leaves D the last
time at b. Then

d(z,y) < |z —al +d(a,b) +[b—y| < |z —y[+ d(a,b) + |z — y| = 2[z — y| + d(a, D) .

So if we could prove d(a,b) < Cla —b| for a,b on the boundary of D then (2.1) would
follow because |a — b| < |z — y|. So let us estimate d(a,b). From its definition, d(a,b)
is not larger than the length of the projection of the line segment ab onto S. Now the
projection of the segment ab onto S is

s = 1(s) = (1=8)[ar, az, 0]-+s[b1, by, 0140, 0, ¢((1—s)as +sby, (1=s)az+sbs)]  0<s<1.
Hence
['(s)| = | [b1 — a1, b2 — a2, ¢1(., ) (b1 — a1) + ¢2(.,.) (b2 — a2)] | < Clb — al

because the partial derivatives of ¢ are bounded on S. Hence the length of the
projection is no more than C|b — a|. This proves (2.1) for z,y € B,(q).

Since the map z — d(z,p) is Lipschitz, from Rademacher’s theorem (see [8]),
d(z,p) is differentiable almost everywhere in R™ \ D. Let us estimate |V, d(x,p)| (if
it exists) for # ¢ D. For x not in D, there is a ball around z which does not intersect
D, and hence for any y in this ball we have d(z,y) = |z —y| . Since d(z, p) is a metric,
for any y in this ball |d(y,p) — d(z,p)| < d(z,y) = |z — y| and hence

d(y,p) — d(z,p)|

<1
ly — x|

for all y in the ball. Hence the directional derivative of d(z,p), at z, in any direction,
does not exceed 1, and hence |V.d(z,p)| < 1, for all z not in D, where it exists.
Actually, we believe |Vd(z,p)| = 1 almost everywhere but we do not need this.
Proof of Proposition 2

For any real number 7 in (tg,%1), choose € > 0 so that 7 + ¢ < ¢;. Let K be
the backward “conical” surface t = 7+ € — d(z, p) in x,t space with vertex (p, T + €),
defined by d(p, q). Specifically

K={(x,7+e—d(z,p)) : x€ R*"\D}.
10



SX[tO, 1]

’t=t0

Fic. 2.4. Domain Of Integration

Since d(z,p) is a Lipschitz function, K is a Lipschitz surface and so has a normal
almost everywhere. For points of K corresponding to z not in S, the upward pointing
normal (where it exists) will be parallel to (V,d(z,p),1). So if (v, ;) is the upward
pointing unit normal to K then

vy = —Ved@p)l !
V1+Ved(z,p)]2 ~ /1+|Ved(z,p)]2

=V .

To prove the domain of dependence result we imitate the proof used for such
a result if the domain were the whole space. We will perform an integration over
the region Q (which is the subset of (R™ \ D) x R) enclosed by the planes ¢t = 7
, t = to, the surface S x [tg, 7], and the backward cone K. Since Q need not be a
domain with a smooth (or even C') boundary we will appeal to a generalization of
the divergence theorem - the generalized Gauss-Green theorem of Federer. Please see
the appendix and [8] for definitions and the statement of the results below. Let ® be
the n-dimensional Hausdorff measure on R"™! (which is a regular Borel measure on
R and (v, 1) = v = v(Q,,t) be the generalized outward pointing unit normal
at (x,t) associated with the region .

We have

(uf + |Vu*); — 2V - (us V) = 2us(uge — Au) =0 in Q.

Hence from the Gauss-Green theorem (Proposition 6 in the Appendix)
0= /(uf + |Vul? )y — 2u,Vu - v, dd . (2.2)
Q

Note that to apply the Gauss-Green theorem we must make sure that the ® measure
of 0N is finite. But 0 is a subset of the union of bounded parts of the surfaces of
t =ty, t =7, Kand S x [tp, 7] and the ® measure of these surfaces equals their
surface area (for Lipschitz surfaces) and all these surface areas are finite (including
K :t=7+¢e—d(z,p) because |V d(x,p)| < 1). Note that all the sets entering our
discussion are Borel sets.

Now, from the definition - see the Appendix, v(x,t) = 0 at all interior points of
and Q°. So we need v(Q,x,t) for points (z,t) on the boundary of 2. The boundary
of € consists of a part coming from ¢t = 7, a part coming from ¢ = 73, a part from
IC, and a part from S x [tg, 7]. The generalized normal agrees with the usual normal
to surfaces at points where the boundary is Lipschitz (so where it is smooth). The
boundary is Lipschitz at all those points which lie on only one of the bounding surfaces
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- the difficulties arise at points where one or more bounding surfaces of {2 meet. Hence
at most points of 9€2, on t = 7 we have v = (0,1), on t = ¢y we have v = (0, —1), on
S X [to, 7] we have v = (1,,0), and on K we have v = (v, 1) with |v,| < 1.

Now we must deal with the boundary points which lie on the intersection of two
or more of the bounding surfaces of 2. If we could prove that the ® measure of this
set is zero then we would not need to know the value of v(, z,t) for points on this
set. This is true perhaps if all surfaces were C'' but we are not sure if this is true
if one them is Lipschitz. So we must determine v(2, z,t) at these special points on
the boundary. From Proposition 5 in the Appendix, if the special point lies at the
intersection of (two smooth non-tangential) surfaces t = tg or t = 7 with S X [tg, 7]
then v = 0 at that point; if the special point lies at the intersection of K with ¢ = ¢,
ort =17 or S X [tg, 7] then either v = 0 at that point or v is the normal at that point
to the corresponding smooth surface t = tg or t = 7 or S X [tg, 7] (as if K did not play
a part).

Now we examine the contribution to the RHS of (2.2) from the various parts.
Based on our description of v(€,x,t) in the previous paragraph, we get non-zero
contributions, at most, from points on the boundary of 2. The contribution from the
S X [to, 7] part will be zero because v; = 0 on S X [tg, 7] and u and hence u; is zero on
the part of 9Q on S x [to, 7]. The contribution from the ¢ = 7y parts is zero because
u and wuy are zero on the part of 9Q on t = tg. The contribution from the K part
of Q) which is not on any of the other parts, is non-negative because for this part
vi(x,t) > |ve(x,t)| > 0 for x ¢ D, and hence the integrand is non-negative because

(u? + |Vul* vy — 2u,Vu - v, > (u? + |Vul?)vy — 2|ug| [ Vul|ve|
> v (uf + [Vul® = 2fu||[Vul) = ve(lue] — [Vul)® .

Hence the contribution from the ¢t = 7 part (which is non-negative because v, = 0
and v, = 1 on ¢ = 7) must be zero. Further the integration is over a region lying
above the part of B.(p) outside D. Hence u;(p,7) = 0 for every 7 € [tg,t1). Also
u(p, to) = 0 by hypothesis, hence u(p,7) = 0 for all 7 € [to,t1). QED

2.3. Distance Computation. The third intermediate result we need is the
crucial computation of a certain distance. Below, when we refer to the boundary or
the closure of F,(p) we mean that as a subset of R™ in the topology of R™ and not in
the topology induced by d(p, q).

PROPOSITION 3. Suppose D is a bounded, open subset of R", n > 2, S is its
smooth boundary, and D is strictly convex. Suppose p is a point on S and p a small
enough positive number less than r. If K = D\ B,.(p) is not empty then the shortest
distance between K and the closure of E,(p) is the length of some line segment joining
a point on SN Sy (p) to a point on the boundary of E,(p) which lies on S.

Proof of Proposition 3

Let 0 be the shortest distance between K and the closure of E,(p). Let T' be the
subset of S consisting of points whose geodesic distance from p (on S) is less than
or equal to p. The boundary of K consists of a part on S which we call the outer
boundary and the rest (which is on S,(p)) which we call the inner boundary. The
boundary of E,(p) consists of a part to the right of the tangent plane to S at p (the
part in the region (z — p) - v, > 0 where v, is the exterior normal to S at p), a part
on S which is I', and the rest which we denote by C.

It is clear enough that the shortest distance will be the distance between some
point on the boundary of K and some point on the boundary of E,(p). Further, a
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Fic. 2.5. Distance Computation

shortest segment will be normal to the two boundaries provided the boundaries are
smooth at the optimal points.

Because of the strict convexity of D we can find points p’ on S arbitrarily close to
p so that the distance between p’ and the inner boundary of K is less than r, implying
0 < r. In fact pick a point ¢ in the interior of the inner boundary of K so that the
segment pq is not normal to S. Then we can find a direction tangential to S so that
if p moves in that direction, on S, then |p — ¢| will decrease. So an optimal point on
OK can not be on the interior of the inner boundary of K, else an optimal segment
will be normal to S,(p) and hence would pass through p.

An optimal point, on the boundary of E,(p), can not be to the right of the tangent
plane to S at p because then the corresponding optimal line will be normal to S,(p),
and hence will pass through p, and then p will be a better candidate than this point.

Next we claim that no point of C' is a candidate for an optimal point on the
boundary of E,(p), unless it is on I". We show this by showing that for any point ¢
on S\ T, the point on C closest to ¢ is on I'.

For p small enough, we may parameterize I' by (s,6) where s is the geodesic
distance from p and @ is a unit vector representing the tangent vector to the geodesic
at p. So the surface I is

r=9(s,0), 0<s<p |o]=1,0€R"

and for each fixed 6 the curve s — (s,0) with s € [0, p] is a geodesic on S and s is
the arc length along this geodesic. So 7ss(s,.) is normal to S at (s,.) and |ys| = 1.

Further, because D is strictly convex, for p small enough, for any point ¢ in the
closure of E,(p), the d(p,q) is attained either as the length of the segment pg or
the length of a curve consisting of a geodesic on S, starting at p, followed by a line
segment from the end point of the geodesic to ¢ which is tangential to the geodesic -
see Figure 2.2 (of course p is on S in our case). So, for p small enough, C' is generated
by the family of curves

s = c(s,0) =7(s,0) + (p—s)1s(s,0),  0<s<p

as 0 ranges over the unit sphere in R"!.

Let us examine the distance between ¢ and points on one of the generating curves
of C. Define h(s) = |c(s,.) — q|? - the square of the distance between ¢ and a point
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on a generating curve. Then for 0 < s <p

h/(S) 2(6(‘9") 7q) '08(57')

2(7(& ) + (p - S)’Ys(sv ) - Q) ' ’Yss(sa )(p - S)
=2(p—5)(v(s,.) = @) - vss(s, ) -

Above we used 7, - 755 = 0 because ~y; is tangential to S and s is normal to S. Now

7(s,.) is a point on S (actually on T') - denote it by a, and v,(s,.) is the inward
pointing normal to S there. Hence the strict convexity of D implies (note ¢ # a)

0<(g—a) vss=(q—(s,-)) vss(s,.) -

Hence h'(s) < 0 for 0 < s < p and so h(s), on 0 < s < p, attains its minimum at
s = p, that is at the point ¢(p, .), which is v(p, .), which lies on I". This proves that
the point on C closest to a fixed point ¢ on S\ I' must be on I

Because D is strictly convex, the normal lines to the exterior boundary of K, will
have to cross the inner boundary of K before they meet I'. To see this suppose the
normal line connects a point x on the exterior boundary to a point y on I". Then
strict convexity of D implies that the line segment zy is in D (except for the end
points). Now |z — p| > r and |y — p| < r so there is a point z on the line segment
zy so that |z — p| = r and hence z is on the inner boundary of K. Hence no interior
point of the outer boundary of K can be an optimal point. This completes the proof
of Proposition 3.

2.4. Proof of Theorem 4. We now give the proof of Theorem 4. Without loss
of generality we may assume that there is a point p on S and a small positive real
number p so that I' = E,(p) N S.
Step 1
Choose any € > 0 smaller than p. Let ¢ be any point in the hemisphere H N B.(p)
where H is the the region to the right of, and includes, the tangent plane to S at p
(see Figure 2.5); so H is the half-space in x-space containing p and not intersecting
D. Then d(p,q) = |p — q| < € and hence from the triangle inequality, for any = in
S\ T, we have d(x,q) > d(x,p) — d(p,q) > p — €.

Let wu=h on S x R. Then u is the solution of the exterior problem

ug — Au =0, xr€R"\D, teR
u(z,t=0) = 0, w(z,t=0) =0, x € R"\ D

u=nh on SxR.

Now h is supported in (S\T') x R and the distance of ¢ from S\ T is at least p — e.
Hence from Proposition 2 we have u(q,t) is zero for |t| < p — ¢, for all ¢ € H N Bc(p).

Now u is the solution of the wave equation on R™ X R, so the previous result
combined with Proposition 1 gives that f(x) = u(x,t=0) is zero on

{zeR" : |z—q¢*|<p—¢€}

for some (actually all) ¢* in the interior of H N B.(p), for all small ¢ > 0. Since
|z —¢*| < |z —p|+ |p—¢*| so f(z) is zero on
{xeR” : |lzr—pl<p—2¢}
14



for all e > 0. Hence f(x) is zero on
{zeR" : |[x—p|<p}.

Step 2
We now show that f(x) is zero for all x. This will follow easily if we can show the
following - if f(z) is zero on the region |z — p| < r for some r > p then f(z) is zero
on the region |z — p| < r + o where o is a positive number independent of r.

Please refer to Figure 2.5 for a geometrical interpretation of the notation below.
So suppose f is supported in the region K consisting of the part of D outside B, (p).
Let § > 0 be the straight line distance between E,(p) and K then we show that f is
zero on B,y5(p). Postponing the proof of this claim, let a be the supremum of the
straight line distances between p and points on I'. Since D is strictly convex, from
the definition of I', we have o < p. From Proposition 3, ¢ is the length of the line

Fic. 2.6. Triangle Inequality

segment AB for some point A on S,.(p) NS and some point B on I'. Then, using the
triangle inequality,
p+0=p+I|AB| = |AB|+|Bp| + (p — | Bpl)
> [pA[+ (p—[Bpl) =7+ (p— a)
and note that p — « is positive and independent of r. Hence Theorem 4 holds.
So it remains to show that if f is supported in K = D — B,.(p) then f is zero
on B,i5(p). Since u is the solution of the initial value problem (1.3), (1.4), and

d = dist(E,(p), K), the standard domain of dependence argument for initial value
problems implies that u and wu; are zero on

{(z,t) : x € Ey(p), [t|] <d}. (2.3)

Fix a small € > 0, € < p, and let ¢ € B.(p) N H; note g € E,(p). Now u may be
considered as the solution of the initial boundary value problem

Uy — Au =0, xE€ER'\ D, t>6—¢

u=f1, uy = fo, on {R"\ D} x{t=0—¢€}.

u=hon S x[§—¢00).
15



for some functions fi and fo. Now f; and f; are zero on E,(p) (by hypothesis), h is
zero on I' X [§ —€,00), and d(q,z) > d(p,x) — d(p,q) > p — € for all x € D¢ which are
not in E,(p) UT" (note T is the part of the boundary of E,(p) which lies on S). Hence
from Proposition 2, u(qg,t) is zero for allt € [§ —€,0 —e+ p —€).

Since we have already shown that w is zero on (2.3), we have that u(q,t) is zero
for all ¢ in [0,p + & — 2¢). Since u is odd in ¢ we have u(g,t) is zero for all ¢ with
[t| < p+ 06— 2, for all ¢ € B(p) N H. So, from Proposition 1, us(x,0), and hence
f(x), is zero on

{z:|z—q¢|<p+d—2e}

for all small € > 0 and a (actually any) ¢* in the interior of B.(p) N H. Hence f(z) is
Z€ro on

{z :|z—p/ <p+d—3e}
for all € > 0, and hence f(z) is zero on
{z:|e—pl<pt+d}

and the theorem is proved.

3. Proof of Theorem 5 . Since D is a bounded, open, connected subset of R™,
with a smooth boundary, so the complement of D will be a disjoint union of connected,
open sets called components of R™\ D. Since D is bounded, only one of the components
will be unbounded and the rest of the components will be subsets of a fixed ball in
R™. Then from the smoothness of the boundary of D and compactness, one may
show that the number of components is finite, the boundaries of the components are
disjoint and subsets of the boundary of D, and the boundaries are smooth.

Part 1

Let § = diam(D) and u = h on S x [0,6/2] (h is given to us). Since u is an odd
function of ¢t so we extend h as an odd function of t. Below 0,u will represent the
derivative of u on S X (—00,00) in the direction of the outward pointing normal to
S X (—00,00).

Since f is supported in D, we may consider u as the solution of the exterior
problem

uge — Au =0, on (R*"\ D) x [=6/2, /2]
u(z,t=0) = 0, us(x,t=0) =0, x € R"\ D

u = h (given) on S x[=4d/2, §/2] .

This initial boundary value problem(IBVP) is well posed and so one may obtain the
value of 9,u on S x [—§/2, 6/2] - this may be done numerically using finite differences
(one may assume u = 0 for points far away from S without changing the value of d,u
on S x[—-d/2, §/2]) .

Now we have v and d,u on S x [—§/2,d/2] and we show how we may recover u
and u; over the region D x {t- —4/2}. This is done using the Kirchhoff formula which
expresses the value of a solution of the wave equation in a cylindrical (in time) domain,
at a point, purely in terms of the value of the solution and its normal derivative, on

16



S X [-3/2, 3/2]

t+8/2 = [x—p|———=

\_D/ t=-0/2

Fic. 3.1. Kirchhoff Formula

the intersection of the cylinder with the forward light cone through the point - see
Figure 3.1. This may be done only in odd space dimensions as will be seen in the
formal derivation below - the derivation may be made rigorous. A rigorous derivation
in the three space dimensional case may be found in [12].

Let Ey(x,t) be the fundamental solution of the wave operator with support in
the region ¢ > 0 (see [14], Chapter VI). Consider a point p € D. Then

OF, (x —p,t +0/2) = 6(x — p,t +3/2), (z,t) € R"TE .

Also, note that E (z —p,t+8/2) is zero for t < —§/2 and is zero also on D x (§/2, 00)
because the support of E (z —p,t +§/2), for odd n, is on the cone t + /2 = |z — p|

and |z —p| < 6 for any € D. Then, from Green’s theorem

u(p,—é/?):/oo /Du(as,t)é(x—p,t—i—é/Q)dxdt
/Oo/lju(x,t)DE+(:rp,t+5/2)dmdt
:/OO/DDu(x,t)E+(x—p,t+5/2)dxdt

+ /OO / O, £) By (z — pyt +0/2) — u(a,t) Dy By (x — pyt + 5/2)) dS, dt
—oo0 J S

5/2
- / Ovulz,t) By (x — pit+0/2) — u(w, 1) 0y B (x — pt + 5/2)) dS, dt .
—s5/2J)s

Note that the singular set of E consists of the forward light cone through (p, —§/2)
and the singular directions (the Wave Front set) of E,, away from the vertex of the
cone, are the normals to the cone, and so are transverse to S x (—o0, 00), and hence
E. and 0, F; have traces on S X (—00,00).

Examining the definition of E in [14], Chapter VI, the last integral may be
written in terms of the values of u and J,u (and their time derivatives) on S x
[—d/2,8/2]. Hence we now have the values of w on D x {t = —§/2} - using continuity
we can determine the value on D x {t = —§/2}. A similar argument will recover the
value of u; on D x {t = —§/2}.

Knowing v and u; on D x {t = —4/2} and that u is the solution of the well-posed
IBVP

uge — Au =0, on D x [—6/2,0]
17



u(.,t = —6/2) = known, u(.,t = —d/2) = known, on D

u = h (given) on S x [=§/2,0];

we may solve this numerically using finite differences and obtain the value of u; on
D x {t =0} and so obtain f.

Part II

Again § represents the diameter of D. If w is known on S x [0, ] then we now give
a simpler inversion scheme than the one given above. The problem is the recovery of
ug(,0) for x € D from the values of u on S x [0, d].

(=0, u=0 " t=diam(D)

S u known

 u=f Y oo
.t

Fi1Gc. 3.2. Backward IBVP

In odd space dimensions, the domain of dependence, of the value of the solution
of the wave equation at a point, is the sphere of intersection of the the backward
characteristic cone through that point with ¢ = ¢;,,;;. Since u is a smooth solution of
the wave equation and the initial data is supported in D, we have u(x,t) is zero for
t > 6 and x € D. Hence u and u; are zero on D x {t = d}. Now we may consider u
as the solution of the backward IBVP

uge — Au = 0, on D x [0, 0]
u(.,t=0) = 0, w(.,t=0) =0, on D

u=h onSx|[0,d].

This problem is well posed, so given h one may obtain u;(z,0) for # in D and hence
recover f.

4. Proof of Theorem 6. We first note that (1.7) follows fairly quickly from

(1.6) (but not vice versa) as shown next. Noting that (1.7) is symmetric it is enough
to prove its norm form, namely

1 1 [
! / @) de =1 / / tue(p, ) dS, dt.
2 JRs PJo  Jipl=p
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for all f € C§°(B,(0)). To prove this, we take fi = fo = f in (1.6). Then, using an
integration by parts,

1/ |f($)|2d$: ;1/ / tu(p, t) ug(p, t) dSp dt
2 Jre P Jo  Jipl=p

1 o0
= ;/O /Iplp {tus(p,t) us(p, t) + u(p, t)us(p, )} dS, dt

1 [ , 19, , }
= - tlu(p,t)|” + == (u(p,t dsS, dt
L {rwenr s S geten) as,
_ 1/ / e (p, )2 dS, dt
PJo  Jpl=p

where we made use of the fact that u(p,¢=0) = f(p) = 0 for |p| = p and that from
Huyghen’s principle (note n is odd and n > 3) u(p,t) = 0 for all t > 2p and |p| = p.

To prove (1.6), we will first prove it in the case when n = 3, and then we will
show (with some effort) that the case for all odd n > 3 follows from this.

4.1. Proof of trace identity (1.6) when n = 3. Part I - An Inversion
Formula
The proof of the three dimensional case is based actually on proving one of the inver-
sion formulas in Theorem 3 directly, that is without relating it to the wave equation.
Note that D is the identity operator when n = 3. We will show that for every
f € Cgo(BP(O))v

2 *
flx) = - ;A N tN)(f)(z), Vo€ B,(0) . (4.1)
Below, we will make use of the following observation. Suppose M is an n — 1
dimensional surface in R™, given by ¢(z) = 0, with V¢(z) # 0 at every point of M.
Then
[ neras.= [ ) [woe)] () d=

We now compute N*(¢(N f)(z)). We have

i = i # T — T —
W@ = g [ el Wb ) a5, (4.2)
1 ) )
= [ S0 p e ay s,
1

_ e
_SWQ/RSf(y) /|p|=p5(y pl? — |z — pl|?) dS, dy

= 2 [ 1) [ 8y bR =l = pP) 86 ) dp dy (43
7 R3 R3

The inner integral is an integral on the curve of intersection of the sphere |p| = p with
the plane of points equidistant from x and y. Define a characteristic function x(x,y),
for  # y, which is 1 if the above plane intersects the sphere |[p| = p in a circle of
non-zero radius and zero otherwise.

Let @ be the orthogonal transformation which maps y — z to |y — x|es where
es = [0,0,1]. Then Qx and Qy differ only in the third coordinate and in fact Qy =
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Qx + |y — x|es. Then, using an orthogonal change of variables, the inner integral may
be rewritten as

/RS §(Jly—Q"p|*—|z—Q"p|*) 6(|Q T p|*—p*) dp = /R3 §(1Qy—p|*—|Qz—p|*) (|p|*—p°) dp .

P3 Q.
h

x

pl
Fic. 4.1. The plane M

Let M be the plane consisting of points in p space which are equidistant from
Qx and Qy. In fact M is the plane p3 = h where h = (Qx) - e3 + |y — z|/2. Further

Vo(1Qy — pI> = [Qz — p*)| =2|(p — Qy) — (p — Q)| = 2|Qz — Qy| = 2|z —y| .

Then for z,y with x(z,y) = 1, the inner integral of (4.3) equals

1 / 2 9
) — ds, .

Now M may be parameterized by p1, ps; hence the inner integral of (4.3) is

1 2 2 2 2

So the integral is really over the circle C centered at the origin with radius 1/p2? — h2.

Now on p? + p3 + h? = p?, the magnitude squared of the gradient of p? + p3 + h? — p?
is

A(pT +p3) = 4(p> = h?) .

Hence the integral equals

1 1 T
eyl Jergmme T gl
Hence
. _p f(y)
W@ = & [ T

The above calculations could be done more rigorously (i.e. without the use of § func-
tions) with the help of the coarea formula in [8].
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Now if z and y are in the open ball B,(0), and z # y, then x(z,y) = 1. Hence if
f is a smooth function supported in the ball BP(O), then

(NN H)( 87r \x —— dy, Vo € B,(0) . (4.4)
Hence taking the Laplacian of both sides we get
AN N (f)(a) = / Fwta -y dy= "2 va e p,0),
which implies
-2
fz) = 7A1(N*t/\/)(f)(x), z € Bpy(0) (4.5)

for all smooth functions f supported in B, (0).

Part IT - The Identity

We now prove (1.6) in Theorem 6 in the n = 3 case. For f; € C°(B,(0)), i = 1,2,
let u;(x,t) be the solutions of the IVP (1.3), (1.4) with f = f;. Then, from (1.8),
wi(p,t) = (N f)(p,t) for any p € S,(0). Further, u;; is also a solution of (1.3) except
its initial conditions are

witt(2,0) = Azu,(x,0) =0, ittt (2, 0) = Aguie(x,0) = Afi(x) .

Hence ./\/(Afz)(p, t) = it (p, t) for all p € S,(0) and all ¢ € [0, 00).
From (4.5) we have

/ fi(@) fole dx——< NN f). f2)
- 7<t<fvf1><p, 0.N(A L) (0. 1))

71 oo
_ 7/ /p_pt(Nﬁ)(p, )N (Af)(p, 1) dS, dt

_1 @
= — / / tui(p,t) usu(p,t)dS,dt
P Jo Jpl=p

proving (1.6) for the n = 3 case.

4.2. Proof of trace identity (1.6) for all odd n > 3. Let {¢,,}7°_; be
spherical harmonics which form an orthonormal basis for L2(S1(0)) - see Chapter 4 of
[29]. These are restrictions to S;(0) of some harmonic, homogeneous polynomials on
R"™. If ¢y, is the restriction of a homogeneous polynomial of degree k(m) then that
homogeneous harmonic polynomial is 7#(") ¢,,, () where r = |z| and 6 = z/|x|.

Suppose f is a smooth function on R™ supported in B,(0). We have a decompo-
sition of f of the form (convergence in L?)

r0) = 3" fulr) ™ 6,(0), 70,10 =1
m=1
with

R g (r) = /w_1 £(r0) pm(0) d6 . (4.6)
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From the smoothness and support of f(x) we may show One may show that all
derivatives of the function

r— f(r0) ¢ (0) dO

10]=1

up to order k(m) — 1 are zero at r = 0 because these derivatives at 7 = 0 will be sums
of terms of the form

/ 0% ¢y, (6) d, la| < k(m),
6]=1

and ¢, is orthogonal to all polynomials of degree less than k(m), on the unit sphere
(Theorem 2.1 and Corollary 2.4 of Chapter IV in [29]). that f,,(r) is a smooth, even
function on (—o0, 00), supported in [—p, p].

Below we will show that the solution, u(x,t), of (1.3), (1.4), will have the form

f: am k(m)¢ ( )
m=1

where r = |z| and 0 = z/|z|. Then, from the orthonormality of {¢.,
of the trace identity (1.6) is

the LHS

o0
m=1»

oo

/ /9 ~ " f1(r6) f2(r0) dO dr = % Z/ 7ﬂn—lr%(m)flm@n) Fam () dr

8

/0 PO 0 fom(r) di

N =

m=1

where v(m) = 2k(m) + n. The RHS of (1.6) is

RHS:_—l/
P Jo

:_71 > /o / _ tenm () a2, ) M 6o/ o) 1o/ 1) S,
pl=p

/ ‘ tui(p,t) usu(p,t)dS,dt
pl=p

m=1 =1
== Ym0 [T o sl )t [ 60)n(0)dt
m=11=1 0 16]=1

I
NE

pu(m)*2 / talm(p, t) a2mtt (pa t) dt .
1 0

3
Il

So, to prove (1.6), it would be enough to prove the following: if f;(x) have the
form g;(r)r*$() where g;(r) are smooth, even functions of 7, supported in [—p, p]
and ¢(x) is a homogeneous, harmonic polynomial on R" of some degree k with the L2
norm of ¢ on S1(0) equal to 1, then the solution wu;(x,t) has the form a;(r,t)r*¢(8)
and

1

5/ 1 gi(r) go(r) dr = — pl'*?/ tay(p,t) agu(p,t) dt (4.7)
0 0

where v = n + 2k. Note that the RHS of (4.7) depends on p while the LHS does not
seem to; but we assumed that the g; were supported in [—p, p].
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Since r¥¢(0) is harmonic, if Ag is the Laplace-Beltrami operator on S;(0), then
noting that

-1 1
L0+ <A
r T

A=07+
one may show that
Agp=—k(k+n—2)p on S1(0) . (4.8)

When f = g(r)r*¢(6), we seek a solution of (1.3), (1.4), of the form u(z,t) =
a(r,t)r*¢(6). Noting that

(aTk),» =r*a, + krFla

(ark)rr =r*a,, + 2kr*ta, + k(k — 1)ark_2,

if we substitute u = a(r,t)r*¢(0) in (1.3) and use (4.8), we have

-1 k
0= ((ark)tt — (ar®),, — n (ark)r> Om — 7@7"2 Ashm
r r
2k —1
= (bmrk (att — Qprp — TH_G«T) .
r

Hence a(r,t) must satisfy (here v = n + 2k)

At — Ay — a, =0, r € (—00,00), t >0 (4.9)

a(.,t=0) =0, a;(.,t=0) =g . (4.10)

This is an IVP for the Darboux equation which is well posed and has an explicit
solution given on page 700 of [7]. Essentially, one may use a method of descent to
reduce the problem to the cases v = 2 and v = 3 by noting that a,/r also satisfies
(4.9) and (4.10) except with v replaced by v + 2 and g replaced by g, /r.

Now if n is odd then v = n + 2k is odd. So the goal is to show that for all odd
v=3,5,---, and all g;(r) which are smooth, even, and supported in [—p, p|, we have

1 [ =
5/ = gi(r) gao(r) dr = r¥ =2 / tay(r,t) agu(r,t)dt, — Vr=p,  (411)
0 0

where a;(r,t), i = 1,2 are the solution of (4.9), (4.10) with g = g;.

Now we proved (1.6) for n = 3 and hence we have proved (4.11) for all v = 3+ 2k
with k =0,1,2,---. Hence, we have already proved (4.11) for all odd v, v > 3 (note
(4.9) depends on v and not on n directly). So we have completed the proof of (1.6).

Remark: Another possible approach to proving (4.11) without first proving (1.6)
for the n = 3 case is to first verify (4.11) for v = 3 (it is easy to write the explicit
solution of (4.9) when v = 3), and then use a method of descent by observing that
a, /7 also solves (4.9) except with v replaced by v+ 2. So far, we have been unable to
use the method of descent to prove (4.11). We were able to prove a symmetric version
of this relation using the method of descent, and while the non-symmetric version
easily implies the symmetric version, the validity of the converse is not known.
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5. Appendix. The material is based on [8] and [10] and is included here for the
reader’s convenience - just Proposition 5 is new.

We give a definition of the m — 1 dimensional Hausdorff measure on R™. For a
subset S of R™ define

7(S) = vol(m — 1) (diam(S)/2)™ !

where vol(m — 1) is the volume of the m — 1 dimensional unit ball. So if S were the
intersection of a ball in R™ with a hyperplane then v(.S) would be its surface area.
For any positive §, define

65(8) =it 3 4(U)

UeF

where F is a countable open cover of S, with each set in F having diameter less than
5. Now ¢5(5) is a decreasing function of ¢ (the larger the § the greater the number
of admissible open covers and hence the smaller the infimum) so we may define

®(S) = lim ¢5(S) =sup ¢5(5) .
=0+ §>0

It is shown in [8] that ® is an outer measure, the o algebra of all Borel subsets of R™
are measurable in this outer measure, and ® is regular. Further, if a surface S is the
graph of a smooth function from an open subset of R™~! to R, then ®(S) equals the
usual surface area of S (Section 3.3.4 in [8]). So the Hausdorff measure generalizes
the notion of surface area to Borel subsets of R™.

Next we define the exterior normal for any subset of R™. For a point p € R™
and a unit vector v we define the half-planes

Hi(pv)={zeR" : (x—p)-v>0}, H_(p,v)={ze€R™: (x—p)-v<0}.

Suppose A is a subset of R™ and p a point in R™. A unit vector v is defined to
be an exterior normal to A at p if
lim+ r~™ |[A°NH_(p,v) N B,(p)| =0,
r—0
lim =™ |[ANHy(p,v) N B,(p)|=0.
r—0
Here | | is the Lebesgue measure on R™. It is shown in [10] that if such a unit vector
exists (for a given A and p) then it is unique. We denote this unit vector by v (A4, p).
If no such unit vector exists then we set v(A,p) = 0.
PROPOSITION 4. Below, a vector x € R™, will be occasionally written as v =
[, ).
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o If A is a subset of R™, then v(A,p) is zero if p is in the interior of A or
R™\ A.
e I[fpe dA and for some p > 0,

ANB,(p) ={x € By(p) : x> f(z')}

for some C? function f(z') of m — 1 variables, then v(A,p) is a positive
multiple of [V f(p'), —1].

e Under the conditions in the second item, for any unit vector 0 # v(A,p),
there is a ¢ > 0 so that for r small enough,

r~™ AN H_(p,8) N B.(p)| > c,
r"™ [AN Hy(p,0) N B,(p)| > c .

So, the second item asserts that v(A, z) extends the notion of an outward pointing
unit normal to arbitrary subsets of R™. In the third item, if § # v(A,p) then the
definition of v(A, p) implies that at least one of the limits will be non-zero - our claim
is that both of them are non-zero for A with C? boundary.

Proof of first item
If p is an interior point of A, then for r small enough and any unit vector 6,

rm" AN Hy(p,0) N By (p)| = 77" |Hy(p,0) N Br(p)| = vol(m)/2 > 0,

and hence 6 can not be v(A4,p). A similar argument works if p is an interior point of
A€,
Proof of second and third items
We will prove the result in the case m = 2 - the general case is very similar. Here
points in R? will be denoted by (z,y).

Without loss of generality we assume that p = (0,0), that there is an f € C?(R)
with f(0) =0, f/(0) = 0, and that

A={(z,y) :y>fl=)} .

Hence we have the representation f(z) = x2g(x) for some continuous function g(z).
Since B,(0) contains the rectangle [—r/2,7/2] x [—r/2,r/2] and is contained in
the rectangle [—r,r] x [—r,r], WLOG we may assume that B,.(p) is the rectangle
[—r,r] x [-r,r]. Further, we may take r small enough so that |f(z)| < r for |z| < r.
We first show that v(A,p) = ea = (0, —1). Now H (e, p) is the lower half plane
and H_ (e, p) is the upper half plane. Then

ANB,(p) N Hy(ez,p) ={(x,y); —r <z <r, min(f(z),0) <y <0},
AN B(p) NH_(eg,p) ={ (z,y); —r <z <r, 0 <y <max(f(x),0)}, .

Hence
-2 o " o " 2 2Cr
r~“|ANB.(p) N Hy(ez,p)| <r |f(z)|dx < Cr x dsz
—2 c —2 " _92 " 2 QCT
r AN B.(p) N H_(e2,p)| <7 |f(z)|dx < Cr x dw:T,

which proves the second item.
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H+
A
c p n
e /
0
y=f(x)
m

We now give a proof of the third item. We will give a proof when 6 = (64, 65)
with #; < 0 and 63 < 0. The other cases are similar. Below we will talk of the quadri-
laterals (or triangles) Quad(pabc) and Quad(plmn) which represent the intersections
of Hy(p,0) and H_(p, ) with the second and fourth quadrants.

We observe that

AN H,(p,0) N B,.(p) D Quad(pabc) \ A°

= Quad(pabe) \ { (z,y) : —r <z <0, 0 <y <max(f(z),0) },
AN H_(p,0) N Br(p) D Quad(plmn) \ A

= Quad(plmn) \ {(z,y) : 0 <z <r, min(f(x),0) <y<0}.

Hence

0
r~2|ANHy(p,0) N B,(p)| > r?Area(pabc) — 7’72/ |f(x)| dx

-Tr

r~2|A°N H_(p,0) N B,(p)| > r~?Area(plmn) — r_z/ |f(z)|dx .
0

Now r~2Area(pabe) = r=2 Area(plmn) = C for some constant C' > 0 independent of

r, and
T T 2
7'72/ |f(z)]dz < 017’72/ 22 dr = 217" .

Hence the result follows. QED

For subsets A and B of R™, let p € (AN B). We now wish to relate v(AN B, p)
to v(A,p) and v(B,p). If p € I(AN B) then p € AU IB and if p is not a boundary
point of B then it is an interior point of B and hence B,.(p) N (AN B) = B, (p) N A for
r small enough. Hence for boundary points p of AN B, with p ¢ 9A N OB, we have
v(ANB,p) =v(A,p)if p € 0A and v(ANB,p) = v(B,p) if p € IB. So it remains to
determine v(A N B,p) when p € 0AN IB.

PROPOSITION 5. Suppose A and B are subsets of R™, p a boundary point of
ANDB, and p € 0ANIB. Suppose, for some p > 0,

ANB,(p) ={xz € B,(p) : zm > f(a')}
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for some C? function f(z') of m — 1 variables then either v(AN B,p) = v(A,p) or
v(AN B,p) =0.

Proof

Let 6 be a unit vector, 8 # v(A,p). Then from Proposition 4, there is a ¢ > 0, so that
for small enough r

r~™ JA°NH_(p,0) N B.(p)] > c.
Hence, for small enough r
" (ANB) N H_(p,6) N B,(p)] > c.

So 6 can not be the normal to AN B at p. QED
Now we state the Gauss-Green theorem as stated in [10].
PROPOSITION 6 (Gauss-Green Theorem). Let A be a bounded measurable subset
of R™ with ®(0A) < oo, and f € C*(R™). Then
0
f d _

—— dr = x) vi(A, x) dP i=1,2,---,m
A 8(EJ Rm ( J )

Here v;(A, x) is the jth component of v(A, x).
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