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AbstractThe goal of this paper is to propose efficient and adaptive
regularized estimators for the nonparametric component, mean and
covariance matrix in both high and fixed dimensional situations. Al-
though, semiparametric estimation of elliptical distribution has also
been discussed in [8], we wish to expand the model in two ways. First,
study adaptive estimation methods with a novel scheme of estimating
the nonparametric component and second, we perform regularized es-
timation of Euclidean parameters of the elliptical distribution such
that high dimensional inference of the Euclidean parameters under
certain additional structural assumption can be carried out. Some
methods have already been developed. But we extend the work in [5]
[6] [10] [18] [19]. The estimate of elliptic densities can also be used
to approximately estimate certain sub-class of log-concave densities
by using results from convex geometry. The problem of estimation
of mixture of elliptical distributions is also important in clustering,
as the level sets produce disjoint elliptical components, which can be
viewed as model of clusters of specific shape high dimensional space.
The regularized estimation of mixture of elliptical distributions will
also lead to an algorithm for finding elliptical clusters in high dimen-
sional space under highly relaxed tail conditions.

1. Introduction. We consider the estimation of semi parametric family
of elliptic distributions for the purpose of data description and classification
(regression and clustering). The class of elliptically contoured or elliptical
distributions provide a very natural generalization of the class of Gaussian
distribution. An elliptical density has elliptic contours like a Gaussian dis-
tribution, but can have either heavier or lighter tails than the Gaussian
density. The class of elliptical distributions is also very attractive for sta-
tistical inference as it has the same location-scale Euclidean parameters as
in Gaussian distribution with an additional univariate function parameter.
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There has been extensive work done on estimation of Euclidean parameters
for elliptical distributions. Adaptive and efficient estimation of the Euclidean
parameters were addressed by Bickel et.al. (1993) [8], Bickel (1982) [4] and
Anderson et al (1986) [1]

It may be argued that semi parametric family is too restrictive and one
instead should focus on the more general family of shape-constrained den-
sities and their mixtures. This are has been heavily studied theoretically
in different contexts since the seminal work of Grenander [23] on nonpara-
metric maximum likelihood estimation of monotone univariate density. In
particular the natural generalization of Gaussian and elliptical families the
log-concave densities and their generalizations have received much attention
(algorithmic [52] [46], theoretical [16] [14] and extensions [34] [2]). However,
for all these problems, estimation of densities in large dimensions become
a computationally challenging problem. The algorithm proposed by Cule
et.al. (2010)[14] Koenker and Mizera [34] works for estimation of multivari-
ate log-concave densities but is too slow to work in large dimensions. So, the
application of such models to clustering and classification are very limited.
That is why, we consider a smaller class of multivariate density functions,
which can be estimated with relative ease for large dimensions.

Semiparametric estimation of elliptic densities for fixed dimension were
first addressed in Stute and Werner (1991) [48] by using kernel density es-
timators for estimating the function parameter. Cui and He (1995) [13] ad-
dressed a similar problem. Liebscher (2005) [38] used transformed data and
kernel density estimators for estimating the unknown function parameter.
Battey and Linton (2012) [3] used finite mixture sieves estimate for the
function parameter by using the scale mixture of normal representation of
consistent elliptic density. ML-Estimation of only the Euclidean parameters
of the elliptical distributions were considered in the work of Tyler [50] and
Kent and Tyler [32]. These works were extended to get shrinkage estimates
of covariance matrix of the elliptical distributions by Chen, Wiesel and Hero
(2011) [12] and Wiesel (2012) [53] with the shrinking being towards iden-
tity, diagonal or given positive-semi-definite matrix. In all of these works
the theoretical properties of the estimators were also addressed. We focus
on maximum likelihood estimation of the elliptic densities using penalized
likelihood functions. The estimation consists of nonparametric estimation of
a univariate function as well as parametric estimation of the location and
scale parameters.

Recently, there has been a general focus on statistical inference in high-
dimensional problems, with examples of high-dimensional data coming from
biology especially genetics and neuroscience, imaging, finance, atmospheric
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science, astronomy and so on. In most of these cases, the number of dimen-
sions of data is nearly of the same order or greater than the number of data
points. So, the appropriate asymptotic framework is as both n — oo and
p — 00, where n is the number of data points and p is the dimension of data
points.

Little is possible without some restriction on parameters. In case of re-
gression restrictions are put on regression parameters such as sparsity and
size and on the design matrix such as incoherence and related conditions.
A variety of regularization methods have been studied such as [40] [42] [55]
[7] [11] and effective algorithms proposed such as [17] [41]. A good reference
book on all different forms of regularization and algorithms is Bithlmann and
Van de Geer (2011) [9]. Another problem that has been considered is covari-
ance or precision matrix estimation where again you need regularization if
you has to have consistency as p, n — 0o. Again there has been considerable
theoretical work [5] [6] [10] [21] [45] [36] focussing on Gaussian and sub-
Gaussian distributions, except some like [37], which are distribution-free.
However, there has been little focus on tail behavior, except some on sample
covariance matrix behavior [47] [15], although there has been earlier work in
the robustness literature (Chapter 5 of [25], [29]). Here we consider elliptical
distributions, which can have arbitrary tail behavior. For such distributions,
we have attempted to estimate sparse mean and covariance matrices using
penalized likelihood loss function. Thus, we have generalized the class of reg-
ularized covariance estimators, so that estimation of sparse covariance and
precision matrix becomes possible under arbitrary tail behavior of the under-
lying distribution in high-dimensions. We have tried to provide a framework
of semiparametric inference of elliptical distributions for Euclidean param-
eters as well as mixtures.

1.1. Contributions and Outline of the Paper. So, in this paper we have
done the following.

1. We develop estimation procedure for the density generator function of
the elliptical distribution in a log-linear spline form in Section 3 and
derive respective error bounds.

2. We use the estimate of the density generator function of elliptical
distribution to adaptively estimate Euclidean parameters of elliptical
distribution in Section 4. We show how using appropriate regulariza-
tion we can obtain, under conditions similar to those of [7], [45] and
[36], consistent estimates of Euclidean parameters for both fixed di-
mensional case and when p,n — oo in Section 5.3.

3. Develop feasible algorithms for all these methods in Section 5 and illus-
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trate our method by simulation and one real data example in Section
7 and Section 8.

4. Extend the results to three special cases - (a) Estimation of Covari-
ance and Precision matrix (b) Regression with Elliptical errors and (c)
Clustering via mixtures of elliptical distribution in Section 6.

We give the main definitions and results in Section 2.

2. Elliptical Distributions and Main Results. The formal defini-
tion of elliptically symmetric or elliptical distributions is given in the follow-
ing way in [20] -

DEFINITION 1. Let X be a p-dimensional random vector. X is said to
be ‘elliptically distributed’ (or simply ‘elliptical’) if and only if there exist
a vector p € RP, a positive semidefinite matriz Q = 71 € RP*P, and a
function ¢ : Ry — R such that the characteristic function t — ¢x_,,(t) of
X — u corresponds to t — ¢(tT%t), t € RP.

Let X1,...,X,, where X; € RP are independent elliptically distributed
random variables with density f(-; i, 2). Then the density function f(-; u, 2)
is of the form

(2.1) s, Q) = Q1 2g, (@ = )"0z — p)

where § = (11, Q) € RPP+3)/2 are the Euclidean mean and covariance param-
eters respectively with p € RP and Q € RPPH)/2 and g, : R — R¥ is the
infinite-dimensional parameter with the property

/ gp(xTx)dr =1
RP

Rt = [0,00). g, is also called the density generator of the elliptical distri-
bution in RP.

Now, we consider the high-dimensional situation under the additional
structure of sparsity imposed on the FEuclidean parameters 6. We consider
that ||uollo= s1 and ||Q27||o= s2, where, ||-||o calculates the number of non-
zero entries in the vector or the matrix in vectorized form. Small values of s1
and so indicates sparsity. We first consider the high-dimensional case, that
is when we have the dimension of the Euclidean parameters, p, growing with
number of samples, n.

Now, if we define Y = (X — u)TS~Y(X — i), then, by transformation of
variables, Y has the density

(2.2) fry) = cpy*gp(y) yeRT
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where, ¢, = %. So, we can now use estimate of fy from the data
Yi,...,Y, to get an estimate of the non-parametric component g,. From
here onwards we shall drop the suffix and denote g, by g.

We divide the family of density generators into two different classes -
monotone and non-monotone. The following proposition gives the equiva-
lence between monotone density generator and unimodal elliptical density.

PROPOSITION 2. The density generator g, s monotonically non-increasing
if and only if the elliptical density f with density generator g, is unimodal.
Also the mode of density f is at .

Proor. If: If g, is not monotonically increasing, then, there exists a
mode of g, which is not at zero. Let that mode be at v. By symmetry of f
now f has a mode at all points at in an ellipse around p whose points are
(v — )8~ (v — p). So, f does not remain unimodal anymore. So, if f is
unimodal, then, g, has to be monotonically non-increasing.

Only If: This part is obvious. O

So, we divide the class of elliptical densities into two - unimodal and
multimodal. Unimodal elliptical densities have monotone density generator,
where as, multimodal elliptical density has non-monotone density generator.
Examples of unimodal elliptical density include normal, ¢, logistic distribu-
tions, and examples of multimodal elliptical density include a subclass of
Kotz type and multivariate Bessel type densities. See Table 3.1 (pp. 69) of
[20] for more examples.

Another desirable property of the class of elliptical distributions is con-
sistency.

DEFINITION 3. An elliptical distribution with density fy(-;0p,1,) and
density generator g, is said to possess consistency property if and only if

0o p+1 p
(2.3) / Ip+1 lez drpi1 = gp (Z 3312)

- i=1 i=1

This consistency property of elliptical distributions is quite desirable and
natural, since it ensures that marginal distribution of the elliptical distri-
butions also follow the elliptical distribution with same density generator.
This property becomes indispensable if we go for high-dimensional situa-
tion, since, in high-dimensions, we have to depend on the projection of the
random variable in low-dimensions and if in the low-dimensions, we have a
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different density generator, we can not devise any adaptive estimator. Equiv-
alent conditions for the consistency property is given in Theorem 1 of [31].
We just mention an excerpt of that Theorem in form of Lemma below

LeMMA 4 ([31]). Let g, be the density generator for a p-variate random
variable, X, following elliptical distribution with mean and covariance ma-
triz parameters (0p,1,). Then, X, follows consistent elliptical distribution if

and only if X, 4 »/\VE, where, Z, is a p-variate normal random variable
with parameters (0p,1,) and £ > 0 is some random variable unrelated with
p and independent of Z,.

Examples of elliptical distributions with consistency property include mul-
tivariate Gaussian distributions, multivariate ¢-distributions, multivariate
stable laws and such, where as, examples of elliptical distribution without
consistency property include multivariate logistic distributions. For more
discussion and insight on the issue see [31].

We shall first try to estimate density generator g, with monotonicity con-
straint in Section 3.1. Unimodal elliptical density is more commonly seen in
practice and is easier to handle. We shall only estimate Euclidean parameters
for consistent elliptical distributions in high dimensions.

2.1. Some Notations. For any vector x € RP, we define,
lzll2 =

lzfls =

|2]loe =

zllo =

For any matrix M = [m;;|, we write |M| for the determinant of M, tr(M)
for the trace of M, and Apax(M) and Apin (M) for the largest and smallest
eigenvalues of M, respectively. We write M* = diag(M) for a diagonal
matrix with the same diagonal as M and M~ = M —M ™. We will use ||M||r
to denote the Frobenius matrix norm and || M||= Amax(MMT) to denote the
operator or spectral norm (also known as matrix 2-norm). We will also write
|-|1 for the [; norm of a vector or matrix vectorized |M|1= 3", ;lm4j|. ||-[|o
calculates the number of non-zero entries in the vector or the matrix in
vectorized form.
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For two numerical sequences a,, and by, a,, = o(by,) means lim,,_, o, ‘g—: =0
and a,, = O(b,) means there exists constant C' such that a,, < Cb, for n >
N. Also, for two random or numerical sequences X,, and Y,, X,, = op(Yy)

means that )é—: £ 0 and X, = Op(Y,) means that X, is stochastically
bounded by Y,, that is, given € > 0 there exists constant C' and integer
N > 1, suchthatIF’H)}f—: §C’} <eforn> N.

2.2. Main Results. Let X1,...,X, where X; € RP are independent ellip-
tically distributed random variables with density f(-; uo, o), where, Qy =
Yo. Then the density function f(-; uo, Qo) is of the form

(2.4) £ (@ 10, ) = 190] g, (2 — p0) " — o)

where 0y = (po, ) € RP(P3)/2 are the Euclidean mean and inverse co-
variance or precision matrix parameters (Xg is the covariance parameter)
respectively with o € R? and Qp € RPPHD/2 and g, : RT — R* is the
infinite-dimensional parameter with the property

/ gp(xTx)dr =1
RP

RT =0, 0).
We start with the following assumption -

(A1) Assume that we have an initial consistent estimators fi and Q, such
that, || — uol|2 and [|2 — Q|| F concentrates to zero with tail bounds
given by functions Ji(¢,n,p) and Ja(t,n,p) such that,

(2.5) Plllpo — all2> 1] < Ji(t, n,p)
(2.6) P[l|Q - Qllp>1] < Jalt,n,p).

For fixed dimensions, we have, ||fi — uo||r= Op((wi(n)) and || —
Qoll2= Op((w2(n)), where, w(n) — 0 as n — oo with given tail bounds.
For high dimensions, we have, ||i — po||r= Op((wi(p,n)) and || —
Qoll2= Op((w2(p,n)), where, w(p,n) — 0 as p,n — oo with given tail
bounds.

Now, let us consider the high-dimensional situation. So, in this case, the
dimension of Euclidean parameters grows with n. In the high-dimensional
situation we assume the additional structure of sparsity imposed on the
Euclidean parameters 6y = (po, £20). Density generator g comes from a con-

sistent family elliptical distributions and so by Lemma 4, Qé/ 2(X — po) 4
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Zy/\/€. Let us consider the probability density function of X; to be h
(j=1,...,p) and

(2.7) H(u) = /uooh(v)dv

We consider the following assumptions -

(A2) Suppose that ||Q27||o< s, where, ||-||o calculates the number of non-zero
entries in the vector or the matrix in vectorized form. Small values of
s indicates sparsity.

(A3) Amin(Zo) >k > 0, or equivalently Amax(Q0) < 1/E. Anax(Zo) < k.

(A4) The function H(t) defined in Eq. (2.7) and Ji(¢), J2(t) defined in Eq.
(2.5), satisfies the following conditions -

(a) there exists a function o1(p,n) : Nx N — Ry is defined such that
for constants, ¢,d > 0, for t = O(o1(p,n)),

(28) p(cexp(—dt)Jl (tv nap)JQ(tv n7p))n — 0 as p,n — 00

(b) there exists a function o2(p,n) : Nx N — R, is defined such that
for constants, dy, da,ds > 0, for t = O(o2(p,n)),

(2.9)
dyp* (H (t)Jy(t,n, p)Ja(t,n, p))" (exp(—ndat))(dz exp(—ndst?)) — 0 as p,n — 0o

Let us consider that we have obtained estimators of the Euclidean pa-
rameters fi and Q and the nonparametric component § by following the
estimation procedure of the elliptical density in Section 5. Let us consider
first the fixed dimensional situation. So, in this case, the dimension of Eu-
clidean parameters does not grow with n

THEOREM 5. Define ¢,(y) = log(g,) and assume the following regularity
conditions on density generator g, and ¢,(y): gp is twice continuously dif-
ferentiable with bounded second derivative and derivative ¢’ and g' bounded
away from 0 (from above) and —oo and [(¢")? < co. Then, under assump-

tion (A1-A4),

(a) |lpo — fif|la= Op(o1(n)).
(b) [1Q0 — Q| r= Op(a2(n))

. . . . ‘ 1/3
(¢) § is an uniform consistent estimator of g with rate Oy, ((1075”) / )

We consider the high-dimensional situation now, that means the num-
ber of dimensions p and the number of samples n both grow. We have the
estimates, 1 and §2 as stated in Section 5.
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THEOREM 6. Define ¢,(y) = log(gp) and assume the following regularity
conditions on density generator g, and ¢,(y): g, is twice continuously dif-
ferentiable with bounded second derivative and derivative ¢ and g’ bounded
away from 0 (from above) and —oo and [(¢")? < co. Then, under assump-

tion (A1)-(A4),
(a) llno = fill2= Op (yBor(p,n))
(6) 112 = Q= Op (\/(p+ 5)02(p, 1)) for v = O (o2(p, ).

1/3
(¢) § is an uniform consistent estimator of g with rate Oy, (<log"> / )

n

We apply the semi parametric inference technique of estimating elliptical
distributions to two parametric inference and one semi-parametric inference
problems -

(a) In Section 6.1, we apply it for robust regularized covariance and pre-
cision matrix estimation in high-dimensions.

(b) In Section 6.2, we apply it for robust regularized regression in high-
dimensions.

(¢) In Section 6.3, we apply the semi parametric inference technique of
estimating elliptical distributions to clustering by devising an inference
scheme for mixtures of elliptical distributions.

3. Inference I: Estimation of Density Generator g,. We try to
find a maximum likelihood estimate for the semiparametric elliptical dis-
tribution. The main idea is using non-parametric maximum likelihood esti-
mate (NPMLE) to estimate density generator g, and then use that NPMLE
estimate of g,, to get a likelihood estimate of the Euclidean parameters.
Throughout this section, we shall consider that the Euclidean parameters
0 = (u, ) are given and the dimension of data p is fixed.

We shall propose non-parametric maximum likelihood estimates (NPMLE)
of density generator g, under the monotonicity assumption. This is the most
common situation for elliptical distributions as monotone density generators
gives rise to unimodal elliptical distributions according to Proposition 2. We
shall principally focus on this case. We consider this case in Section 3.1.

3.1. Maximum Likelihood Estimation of Monotone Density Generator.
The likelihood for (0, g) is

n

LO,91X1,.... X)) = T[I=IT%9 ((Xi = )"S7H(Xi — )

i=1
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The log-likelihood is

n i —
00, 9| X1,...,X,) = —§log|2\+Zlogg((Xi—u)TZ YXi - )
=1

Let us start with an ideal case when the Fuclidean parameters p and X
are known. Then, the non-parametric likelihood of g in terms of data Yj,
i =1,...,n, obtained by the transformation Y; = (X; — u)"271(X; — p)
becomes

p_
2

LY) = ()" [[Y 9
=1

The log-likelihood ignoring the constants becomes

o) = 3 (5 1) 1oe0r) + 1ogg ()

1=

So, the NPMLE g,, can be written as
n p n
g = argmax Y (£~ 1) loa(¥7) + log g (¥)) = argmax D" (log g ()
=1 =1

Now, g(y) is a monotonically non-increasing function, however, fy(y) as
defined in (2.2), which is the density of Y;’s, is not monotone. But, we can
still formulate the problem as a generalized isotonic regression problem as
done in Example 1.5.7 (pp. 38-39) in Robertson et.al. (1988) [44].

First note that the NPMLE g,, must be constant on intervals (Y1), Y(;)],
i=1,...,n (Yy =0), where Y(;) is the ith order statistic of Y, and §, must
be zero on (Y(,),00). It follows by observing that if g, is not constant on
(Y(i—1), Y(5)], then, we can always construct another estimator g, = (Y{;) —
Y(z‘—l))_l f;:(;‘zn gn(t)dt constant on (Y(;_1), Y(;)] which gives larger likelihood
than g,. So, the NPMLE g, has to be piecewise constant and left-continuous.

Hence the problem of finding NPMLE boils down to the optimization
problem on

(91, --,9n), where g; = g(¥;) for i = 1,...,n. The optimization problem is
defined as

n
3.1 max log g;
( ) (9177gn); ggz
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such that

32 Yoo [ ey =22y g (v v ) =1
P Yo =)

and

(3.3) g1 > 92 > Gn

The above defined optimization problem can be solved in the similar way
as described in Example 1.5.7 of [44] (pp. 38-39) and by following Theorem
1.4.4 of [44] the solution can be written as

E,(Yy) — Fn (Y
(3.4) i = P 1in max Vo) = FaY(s))
2Cp s<i—1 t>1 Yp/2 Yp/2

() (s)

where, F,, is the empirical cumulative distribution function (CDF) of the
data (Y1,...,Y,). The NPMLE g, is given by

N gi, Y, 1) <y<Y;
(3.5) gnly) = { 0, othérwi)se v

Note that, the NPMLE g, is quite related to the Grenander estimator
[23] of monotonically non-increasing densities. The Grenander estimator is a
piece-wise constant or histogram type density estimate, where the constant
values come from the left-derivative of the least concave majorant of the
empirical CDF function. Similarly, NPMLE g, is also a piece-wise constant
or histogram type density generator estimate, where the constant values
come from the left derivative of the least concave majorant of the empirical
CDF plotted against the abscissa of Q%yp/ 2 instead of y. Figure 1 gives an
example of the NPMLE g, for a simulated small sample case.

The above description of the NPMLE g,, also provides us with a caution-
ary note while implementing this estimator. The transformation y — %yp/ 2
highly stretches the abscissa for large values of p, so for numerical imple-
mentation of the algorithm care should be taken so that machine precision
problems does not hurt the computation of the estimator. However, in this
discourse we shall not dwell on these numerical issues. Some thoughts on
this issue is given in Section 7.

The asymptotic properties NPMLE g, is provided in Lemma 7. The
asymptotic properties are quite as expected of isotonic regression estimates.
The proof borrows techniques from Groeneboom (1985) [24], Jonker and
Van der Vaart (2002) [30] and Example 3.2.14 of citeMR1385671.
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FIGURE 1. (a) Estimated univariate normal density curve using several NPML techniques
(b) Estimated univariate t with 2 degrees of freedom density curve using several NPML
techniques.

LEMMA 7. Let g be the monotonically decreasing density generator of the
elliptical distribution and the NPMLE of g is §,, whose definition is given
n (3.5). Suppose that g is continuously differentiable on the interval (0, 00)
with derivative g bounded away from 0 (from above) and —oo. Then,

(a) For anyy >0, as n — oo,

(3.6)
03 (Ga(y) — 9(y)) % [49(y)g' ()] argmax {W(h) - \/cpyP/Q_lhz} .

where, W is the Wiener process on (0,1).
(b) For any x,, — 00, 6, = O (n_1/3(logn)1/3), U > z,6, and n — o

1
<O|l—].
<0(3%)

so, we have,

ogn\ /3
(3.8) sup_|9a(y) — 9(y)| = Op ((li ) )

Tnbn <y<U

n \/3
@7 P { S (logn) 9n(y) — 9(y)| = =
TnOnSY>
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(¢) For any U >0, if ||gn — glli= Jy 13a(y) — 9(y)|dy, then, asn — oo
1/3m14 v /
(39) n B g0~ glli= [ HEIV, I W)g(0)ldy
where, V,, = argmaxy, {W(h) - \/cpyp/2—1h2}.
PROOF. (a) Let us define a stochastic process {5,(a) : a > 0} by
2
$p(a) = arg max {Fn(s) — ﬂsp/z}
S

b

where the largest value is chosen when multiple maximizers exist. It
is easy to see that §,(t) < a if and only if §,(a) < t. It follows that,

P <n1/3

where, §, = an

OTAGIRS
2

(Gn(t) —g(t)) < 1‘) =P (80 (9(t) +0n) < 1)

-1/3 ‘M’l/g_ By definition,

2
$n(a + 0,) = sup {s >0: Fy(s) — &(a + 0p)s is maximal}
p

Hence, we can write,

2¢;

Sp(a+ 0y) = sup {s > 0:/n(F,(s) — F(s)) ++/n (F(s) - —(a+ 5n)s> is maximal}
p
By Hungarian embedding theorem [35],

Vi (Ea(t) = F(1) = Ba(F(1)) + Op (1™ l0gn)

where, (B,,n € N) is a sequence of Brownian bridges, constructed
on the same space as F, and where, F' is the CDF of ¥ = (X —
p)"E7HX — p). So by (2:2),

F() = ept?? g (1)

£8) = et/ 1) + PP =D pr=2g

F(t)

So, the limiting distribution of n!/3(8,(a+ 6,) —t) will be the same as
limiting distribution of n/3(s, (a+d,) —t), where, s,,(b) is the location
of the maximum of the process {B(F(S)) + /n(F(s) — 2%655”/2), s> 0}
and B is a standard Brownian bridge on [0, 1].
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Now, location of the maximum of the process
{BE) + Vi) -

behaves as n — oo as the location of maximum of the process

[P0 + 1030 = ) + VA + 006 -0+ L (s 02 -

26p(a+5 )sP/2), s > o}
p

26p
b

(a + 6,)s?/?), s>0}

’ 3
Consider, a = ¢(t), ¢ = —gT(t) and h = ( ) Y (s — t), location of
the maximum of above mentioned process behave as location of the
maximum of following process as n — oo

{B(F(t) + f(t)(s — t)) + \/>( ( ) + ( )(nCQd/a)—l/?)h + flz(t)(nCQ/a)—Q/?,hQ

2p (a+62) ( + (nc/a)"V2n)""%), b € R}

and as n — oo it is equivalent to the location of the maximum of the
process

{B(F(t) + f(t)(s — t)) + \/E(F(t) + f(t)(HCQ/a)fl/iih + flz(t)(nCQ/a)z/shz
2;p(a + 6n) ((p/Q)tp/2_1(n02/a)_l/3h + (pf)tp/Q_Q(nCQ/a)_2/3h2>),h € R}

and as n — oo it is equivalent to the location of the maximum of the
process

{BF(t) + f(t)(s = ) = Vn((cp/2)t"* g (1) (nc [a) =21
+(cp0nt??> Y (nc? /a)Y3h), h € R}
Since, a Brownian bridge behaves locally as a Brownian motion in
(0,1), the limiting distribution of
{W(ept?* g (t)(n? fa) "V 2h) — Va(ept? 71 (g (1)/2)(ne? fa) =21
+(cpbt?* Y (nc?/a)V3n), h € R}
where, W is the Wiener process on (0, 1). Now, by writing the values

of a, c and 6, = zn~'/3 (d(t )ac)l/ and using Brownian scaling, we get
that

{\/@t(p/z_l)/QaQ/?’(an)_l/GW(h) - Cpt(p/Z—l)a2/3(nc2)—1/6h2
—cpt P2V 23 (nc?) "V Ozh, h € R}
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The location of maximum of the above process is equivalent to the
location of maximum of the process

{W(h) = \eptr2=1 (W2 + 2h) , h € R}

Let
V(a) = arg max {W(h) —\/eptP/27Y(h — a)* h € R}

The, {V(a) — a : a € R} is a stationary process and P(V(a) < t) =
P(V(0) <t —a). So, in summary, as n — oo

P <n1/3

and we prove for each y > 0 as n — o0,

03 (Ga(y) — 9(y)) % [49(y)g' ()] arg max {W(h) - \/cptp/Q_th} .

gty )| °
2

(fln(t)—g(t))ﬁx) = P(Snla+dn) —1<0)

— P(V(-2/2) <0) =P

Let us use the stochastic process $,(a) again for this proof. Now,
2acy &P /2}
p

= arg max {Fn(t+(5nh)
h:h>—6, 1t

Sn(a) = argmax {Fn(S)—

_ 2acp

(t + 8,)7/2}

= arg max {Gn(t +dnh) +vn (F(t +6ph) — F(t) — 2acy
h:h>—6; 1t p

where, Gp,(s) = /n(F,(s) — F(s)) and F,, and F are as defined in
part (a). Consider that s € (0,L). So, h € (5,;'t,5,1(L —t)). Let us

take a = g(t) + xd,, with z > 0 fixed. Now, by Taylor expansion,

F(t+ 8,h) — F(t) - 2‘;;”(7: + 8, h)P/2
= f(t)énh + Waﬁ# — 2}‘;17(9@) + 26,)(t 4 §,h)P/?

/
= cpt?>7167 (9 ét) h? — xh) + 7 (h)

< —c62h? — y,262h
> —dy,02h% — Cz62h

(2V(0) < )

(t + 5nh)P/2)}
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for certain ¢,d > 0 (since, g(t) is monotonically decreasing) indepen-
dent of d,,t, h. v, > 0 is a lower bound for ¢ and 7, — 0 and n — oo.
Now, if (4, (t) — g(t)) > xd,, then, for any hg € (—t5,1,0),

sup(Gn@—%&Jw——VﬁwZ@h2+ﬁwmh» > (Gt + 6uho) — V82 (dynhd + Ch))

h>0

Choose, hg = +ypzh > ch? for h > 0. So, we

can write,

P( sup @Mﬂ—9@D>w%>
te(max(dnz/(2dCyn),yn),U)

2
<P ( sup <Gn(t + 0ph) — V/ndzch? — G (t + 5nho)) > /nC?62-—— ° )
te(0,U) 4d-y,

00 202
< ZIP’ ( sup (Gn(t + 8,h) — Gp(t 4 6pho)) > /nd?2 (C] + >>

te(0,U),j<h<j+1 4d~y
We can define the class of functions
Gn.g = {1(((t + 0php), (t+ 6aR)]) st € (0,U),j <h <j+1}

where, 0, = 8,/ and hy = —Cz/(2d) and using Markov inequality
we get that

) = MWH%]
IP’( ( sup (gn(t) — g(t)) > xd ) < constz \f52 G2+ 223

te(8nz/(2dCyn),L)

Now, using bracketing integral entropy bounds from [51] and ~, =
O((logn)~1/3), we get that,

EWH%J f: 1
(2 + a2 m) T = et + x)3/2

-3

with the last equality coming by taking 6, = O(n~'/?) and the RHS
goes to zero forr = x,, — oo. Thus, we can combine all the arguments
to get that, for any € > 0, there exists a x,, > 0 for sufficiently large n
with 6, = n~'/3 and v, = (logn)~'/? such that

1
P sup gn(t) — g(t)| > 6, §O<><6
(xndn/vnStSLf ) - 90 Vi

(c) Follows from (a) and arguments of Groeneboom (1985) [24].

o0
const Z f
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3.1.1. Spline approzimation of NPMLE §,. In the previous section, we
constructed an isotropic regression based NPMLE g, for density generator
g. One of the main problems with NPMLE g, is that it is piece-wise constant
and thus discontinuous. This is in general a problem with isotonic estimators.
A number of works has been done to address this issue and obtain isotonic
continuous or smooth estimators. Some of the approaches are - (a) kernel or
spline smoothing of isotonic estimators [22], (b) finding isotonic estimator
for smoothed empirical CDF, (c) kernel and spline fitting with additional
isotonic constraints on the fitted models. For each of these approaches several
different methods have been proposed with proper theoretical justification
for most of them. But there still exist some unanswered questions in this
domain. However, we shall not go into those questions in this discourse. We
present approach (a) version here only.

We have already found the NPMLE g, and proved some of its properties
in Lemma 7. Now, consider the density generator

(3.10) 9(y) = exp(¢(y)) and (¢1,...,0n) = (¢(Y1),...,0(Yn))
and the NPMLE in the form

R . AZ', lf Y’i— < S Y’L
exp(on(y)) = gn(y) = { ‘8’ othérv;i)se e

and

Y, 1) <y <Yy
otherwise

(3.11) dnly) = {gz log(gi),

Now, consider ¢(y) to be a twice continuously differentiable monotonically
non-increasing function with bounded second derivative and

(Y1), 0(Yn) = (61, dn).

We consider the problem of estimating monotonically decreasing ¢ (y) with
the help of

(¢1,---,¢n). We have ((Y1,¢1),...,(Yn,®n)) as the data and we want to
solve regression problem

(3.12) bi=o(Y)+e, i=1,...,n

where, €; are mean zero random variables with variance o and exponentially
decaying tails. Now, we solve the regression problem by finding the monotone
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continuous function ¢ (y) which minimizes the penalized least-squares loss
function

(3.13) L) =Y
i=1

o - 2 v / 2
(6 = 0(¥)" + A /0 (4 (1))t

Note that the true regression function is ¢(y). We choose the above smooth-
ing spline loss function in order to get a natural linear spline estimate for the
function ¢(y) and in turn ¢(y) on design points (Y7,...,Y,,) and thus get
a log-linear spline estimate for the density generator g,(y) on design points
(Yr,...,Y,).

The algorithm to solve the minimization problem (3.13) was given in [49)].
Let us denote the resultant linear spline estimate by @n(y) So, our estimate
of ¢(y) is a linear spline estimate 1(y) of the form

. _ Jay+b, Y <y <Yy
(3.14) Unly) = { 0, otherwise

where, (a;,b;))i, are estimated by solving the optimization problem in Eq
(3.13).

Pal and Woodroofe (2007) [43] provided the asymptotic properties of the
estimator ¢, (y) in the Theorem 2 of their paper [43], which we restate in
following lemma

LEMMA 8.
(3.15)

Y(y) =7a(y) + % zn:exp(—V(y —Y;))ei + Op (n=*logn) v + exp(—vy(U — y))Op(v)
=1

uniformly in X and iny € (0,U) withv = A\~Y2 and 7\(y) = (y)+ " (y) +
o(N).

Now, we can use the above lemma and some extensions of it based on [43]
to get concentration of ¥, (y) for a special case.

n
(3.13) with the X considered to get ¢(y). Suppose also that ¢(y) defined in
Eq. (3.10) is twice continuously differentiable with bounded second derivative
and ¢' bounded away from 0 (from above) and —oo. Then as n — oo for
each Y;, for some constants, c1,co > 0, we have,

(3.16) P [¢n(Yi) = 6(Yi)

LEMMA 9. Let A =0 ((log”>2/3) and we minimize loss function in Eq.

> t} < c1 exp(—cat).
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PRrROOF. From Lemma 8 using A = O <(10%)2/3) and substituting A in
Eq. (3.15), we have that, for y € (0,U),

b(y) = e(y)+on %) + % zn:exp(—nl/3(y ~Yi))ei
i=1

+v0p (n_1/3 log n) +Op (nl/g exp(—n?3y(U — y)))
v n
bly) —ely) = — > exp(—n(y - Yi)e
i=1
+v0p (n_1/3 log n) +Op (n1/3 exp(—n?3y(U — y))) + o(n™%/3)

Now, the first term of the RHS has sub-Gaussian concentration with rate
(@) p(n_l/ 3) following Hoeffding’s inequality, since ¢; are iid sub-Gaussian ran-
dom variables. The second term is bounded by v||® — ®||c and o(1/n)v,
where, ®(y) = 2 3y, <, (Vi) and ®(y) = [ ¢(y). Now, ||® — ®||o has sub-
Gaussian tails by Marshall’s Lemma and Dvoretsky-Kiefer-Wolfowitz The-
orem [33], we have that, ||® — ®||cc= Op ((1og n/n)2/3) with sub-Gaussian
concentration. So, the second term has sub-Gaussian concentration with
rate Op(n~1/%). The third term is bounded by % exp(—v(U —y)) Y1y € +
v exp(—vy(U—y)) and thus has sub-Gaussian concentration with rate op(n=/3).

Now, (Y1,...,Y,) € (0,U). So, given (Y1,...,Y,,) € (0,U), we have, for
some constants c1, cy > 0,

(3.17) P {( n )1/3

logn

~

DY) — 3(V7)

< ¢y exp(—cat?).

>t

From, Lemma 7(b), we have that,

P {( n )1/3’exp(¢m)) — exp(6(Y3)| zexp(t)} =0 <1>

logn exp(t)

So, we have,

o) (e ) = o] o ()

which implies,

P [logn |#(Y:) — 3(V)

> C'log(exp(t) £ 1)} = O (exp(—t/2)),



20 S. BHATTACHARYYA ET AL.

for some constant C' > 0. So, for large t > 0, we have, for some constants
c1 >0and ¢y >0,

P |logn |6(Yi) — 6(Yi)| > | = crexp(—est),

Now, combining the above equation with Eq. (3.17), we get that, for each
Y; and large t,

A~

P[|(v:) - 6(¥i)

> t} < ¢ exp(—eat),
and thus the Lemma follows. O

4. Inference II: Estimation of Euclidean Parameters. The esti-
mation of Euclidean parameters is carried in an iterative fashion. We start
with a consistent estimate of the Euclidean parameters and then by using
the estimate of density generator in Section 3, we try to get better esti-
mates of the Euclidean parameters. In this section, we shall try to devise
the estimation procedure for improving the initial estimate of the Fuclidean
parameters.

4.1. Initial Estimates of Euclidean Parameters. We have X1, ..., X,, where
X; € RP are independent elliptically distributed random variables with den-
sity f(-; o, Q0), where, Qg = ¥o. We shall try to give different initial es-
timates of Euclidean parameters for fixed dimension and high-dimensional
cases.

4.1.1. Fized dimensional case. There is a rich literature on robust esti-
mates of multivariate location and scale parameters. The book by Hampel
et.al. [25] is a good source. We can also use sample mean and covariance
estimates, as they are also consistent estimates of mean and covariance pa-
rameters for the class of Euclidean distributions. We suggest using Stahel-
Donoho robust estimator of multivariate location and scatter [39]. Stahel-

Donoho estimators (i, ) of (ug, Xo) are also weighted mean and covariance
matrix estimators, which are of the form

o w X
(4.1) po= =it
> el Wi
(4.2) ¢ _ ZiwilX - )X — )"
D i1 Wi

where, the weight, w; is a function on “oulyingness” of a data point X; from
the center (i = 1,...,n). See [25] for more details on weight function w.



ADAPTIVE ESTIMATION IN ELLIPTICAL DISTRIBUTIONS 21

~

From Theorem 1 of [25], we get 1/n consistency of the estimators ({1, ). So,
we have,

(4.3) Vvl — (po)il = Op(1)foralli=1,...,p
(4.4) VIS — (20)ijl = Op(1) foralli,j=1,...,p

Another alternative is Tyler’s M-estimate of Multivariate scatter given in
[50], which also gives a \/n consistent estimate of 3.

4.1.2. High-dimensional case.

(a) Sample mean, thresholded mean or LASSO estimator can be used to
estimate

(b) Ledoit-Wolf estimator of covariance and Precision matrix [37], which
gives distribution-free consistent estimators of covariance and precision
matrix in high-dimensions as p,n — oo or graphical lasso estimators
[21] can be used to estimate covariance, ¥ and precision matrix, €.

4.2. Estimation of Density Generator Using Estimates fi, and $,. The
difference between the approach in SAection 3 and tl}is one is that Y; =
(X; — p)T27Y(X; — p) is replaced by Y; = (X; — fi,) T 3,1 (X; — fi,). But, if

we use Y; instead of Y; in finding the estimate of g,(y), then, we shall show
that we have a new rate of convergence depending on behavior of ||Q2 — Q|

and || — fl].
LEMMA 10. Under conditions of Lemma 9 and ¢’ being bounded and

Jl(t7n7p)
J2(t7n7p)'

Pll|p = all2> 1]

<
P12 - Qllr>1] <

Then as n — oo, for some constants ¢, d > 0

(45)  P[|éa(¥i) - 0(¥)

> t:| < Cexp(_dt)‘]l(tap7n)JQ(t7p7 n)

PROOF. Let us consider qg(ﬂ @) 88 the estimate of log-density generator

using (Y;)7; as the data and ¢, o) as the estimate of log-density generator
using (Y;); as the data. By applying Lemma 7 and 9, we get, for some
constants, k1, ko, k3, k4 > 0,

N

P H(]B(ﬂﬁ)(y@') — Py (Vi)
P {[ducy (¥5) — duy (V)

> ¢

IN

k1 exp(—kat)

Zt} < ksexp(—cqyt)
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Now, an(ﬁ) = QAS([L Q) we want to prove, that for some constants ¢,d > 0,

P (6509 (Vi) = 6(¥i)| > t] < cexp(—dt)

Now,

S0y (i) — by (Vi)

Qg(% )(i/;) d)(u’ )(Y)

a)(Y3) = d(u,0) (Vi)
\¢ (V) = 6.0 (Vi)

Since, we already have bounds for first and second term, we only have to
bound the third term. Now,

(b)) = by (¥2)) = 6 ((Xi = )X = 1) — ¢ ((X; — )" UX; — 1))

< (X — )" QX — ) — (X5 — )" QUX; — )
(X =) QX —p) = (X ftp— )X — 4 - p)
= (X )TS}( ) +2(X; — 1) QX - ) + (p— )" u — )
= (X; ) QX + (X — )" (= Q)X — )
+2(X; — )"0 ( - u) +(p— )" — fr)

So, from the assumptions on the estimators i and Q and if ¢’ is bounded,
we get that for some constant ks, kg > 0,

P[0 5.0) (V) = by (V)| = t] < ks exp(—kat)J1 (p, n, 1) Jo (p, m, 1)

and so the lemma follows. O

4.3. Mazimum Likelihood Estimation of p and Q). From the Section 4.2,
we have the data in the form Y; = (X; — 2)TQ(X; — ), which we use to get
an estimate of the density generator function g, in a log-linear spline form
like in Eq(3.14) in Section 3.1.1. So, the linear spline estimate of log g takes
the form

n—1

log gfteb) = — > (aix + )1 ((Yie), Vi) — (@12 + b)) 1 (Vinys Yinrn))
i=1

where, Y@ is the i*" order statistic for {Y ”H with Yy = —oo and Y, = o0

and (a;, b;)!"_; as define in Eq. (3.14).
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Now, if we define Y; = (X; — u)TQ(X; — ), then, the likelihood function
of 0 = (u, ) given data (X1,...,X,) and density generator g, becomes -

(7)Y, g,) = [T g0 (Xi — w7 2X: — ) = [[12g,(V:)
=1 =1

and the log-likelihood function of § = (u, Q) given data (Xi,...,X,) and
density generator g, becomes -

n n
U0V, gy) = 5 loglO+ Y log g,(Y:)
i=1

Now, we can plug-in the a variant of estimate of log g, from Eq (4.6), in the
form

n—1

loggp(z) = —> (aw+b:)1 (Y, Vi) — (ant1@ + bnr1)1 (Yinys Yinrn))
i=1

where, Y;) is the it order statistic for {Y;}74 with Yy = —oo and Y41 = o0

and plug in log gp in place of log g,, to get the approximated log-likelihood
- Then, we can write

01 X) = glog\m— Zai ((XZ —wlhox; - ,u)) + Constant
i=1
= g log|Q|—tr (S*Q) + Constant

where, S* = Y1 a;(X; — p)(Xi — p)T. By maximizing the approximated
log-likelihood £¢(6) -

(4.8) i(0)X) = glog|Q|—tr(S*Q)

we will get estimates of u and 2 as

(4.9) (/1. §2) = arg max £(u, )

which we call robust regularized estimators of Euclidean parameters.
See beginning of Section 2 for the notation.
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4.3.1. Penalized ML Estimation of u and Q): High-dimensional Case. Now,
we consider the high-dimensional situation under the additional structure of
sparsity imposed on the Euclidean parameters 6. We consider that ||~ ||o=
s, where, ||-||p calculates the number of non-zero entries in the vector or the
matrix in vectorized form. Small values s indicates sparsity. In the high-
dimensional case, we have the dimension of the Euclidean parameters, p,
growing with number of samples, n. We consider the penalized approxi-
mated log-likelihood function under assumption of sparsity to be

n

(4.10) X)) = = aiX;i— )" (X; — p)
=1
(4.11) QX5 = glog|m—tr(s*§z)+y|§r|1

where, S* =Y a;(X; — )T (X; — i) and

(4.12) o = argmgxg(,u)
(4.13) Q = argrggécﬁ(ﬁ)

are the robust regularized estimators of Euclidean parameters. See Sec-
tion 2.1 for the notation.

Note that, if we had known €2 or if the proper form of elliptic density was
known, we could have used penalization in the mean parameter too. So, if
Q) is known, then, the penalized likelihood for p becomes -

(4.14) Ul X) =D —ai(Xi = )" (Xi = 1) + |
=1

7

(4.15)
and the penalized likelihood estimate, i is

(4.16) b= argmﬁxxg(u)

5. Inference III: Combined Approach and Theory. Now, we can
summarize the estimation procedure based on the steps suggested in Section
3 and 4. We shall provide the estimation procedure in this section and we
shall provide the theoretical justification for the method.

Let Xi1,...,X,, where X; € RP are independent elliptically distributed
random variables with density f(-; 1o, Q0), where, Qo = . Then the density
function f(-; po, Qo) is of the form

(5.1) £ (@3 10, 20) = |Q0]"?gp (@ = p0)" QU = 110))
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where 6y = (po, Qo) € RPPT3)/2 are the Euclidean mean and inverse covari-
ance parameters (X is the covariance parameter) respectively with o € RP
and Qg € RPP+D/2 and gp : RT — RT is the infinite-dimensional parameter
with the property

Rt =

/ gp(xTz)dr =1
RP

[0, 00).

5.1. Fized Dimension Case. We first consider the fixed dimensional case,
that is when we do not have the dimension of the Euclidean parameters, p,
not growing with number of samples, n. The estimation steps are as follows

(1)

Assume that we have an initial consistent estimators ji and Q, such
that, || — uol|2 and [|€2 — Q|| F concentrates to zero with tail bounds
given by functions Ji(¢,n,p) and Ja(t,n,p) such that,

Pll|lpo — fllo>t] < Ji(t,n,p)
P[0 — Q|[r>t] < Ja(t,n,p).

So, we have, ||fi — pol|r= Op((wi(n)) and [|2 — Qo[|2= Op((w2(n)),
where, w(n) — 0 as n — oo with given tail bounds.

There is a rich literature on robust estimates of multivariate location
and scale parameters. The book by Hampel et.al. [25] is a good source
Define Y; = (XZ-—,&)TQ(XZ-—/l) and based on (1}1, e ,Yn), we construct
the Grenander type estimator g,(y) of the density generator g, from
the equation (3.5). If g, is monotone, we get an isotonic linear spline
estimate of ¢(y), where, exp(¢(y)) = g,(y), in the form of ¥ (y), defined
by the equation (3.14).

Use the slope estimates of the linear spline estimators gﬁn or @@n, to get
an approximated log-likelihood loss function, f(@) for the Euclidean
parameters 6, given by equation (4.8)

i(0)X) = glogm]—tr (5*Q).

where, §* = S a;(X; — p)(X; — u)”. We maximize £(f) with respect
to 0, to get the robust estimates of 6.

(Optional) We can use the estimates to obtained in Step 4 and repeat
Steps 1-3, to get an estimate of g,. But, both in theory and practice,
that does not improve the error rates of the new estimate of g,,.
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5.2. High-dimensional Case. Now, we consider the high-dimensional sit-
uation under the additional structure of sparsity imposed on the Euclidean
parameters y. We consider that ||Q2~||o= s, where, ||-||o calculates the num-
ber of non-zero entries in the vector or the matrix in vectorized form. Small
value of s indicates sparsity. We first consider the high-dimensional case,
that is when we have the dimension of the Euclidean parameters, p, growing
with number of samples, n. The estimation steps are as follows -

(1)

Assume that we have an initial consistent estimators j and ), such
that, || — uoll2 and || — Qo||F concentrates around zero with tail
bounds given by functions Ji(t,n,p) and Ja(t,n, p) such that,

Jl(ta nvp)
JZ(ta nvp)

Plllpo — all2> 1] <
P[l|€20 — Q[r> 1] <
So, we have, [[fi— || = Op((wi(p, n)) and [[2— K| l2= Op((w2(p, n)),
where, w(p,n) — 0 as p.n — oo with given tail bounds.

There is a rich literature on robust estimates of multivariate location
and scale parameters. The book by Hampel et.al. [25] is a good source
Define Y; = (X;—)7Q(X;— i) and based on (Y1,. .., Y;,), we construct
the Grenander type estimator g,(y) of the density generator g, from
the equation (3.5). If g, is monotone, we get an isotonic linear spline
estimate of ¢(y), where, exp(¢(y)) = g,(y), in the form of (y), defined
by the equation (3.14).

Use the slope estimates of the linear spline estimators g%n or iﬂn, to
get an approximated penalized log-likelihood loss function, £ (0) for the
Euclidean parameters 6 under sparsity assumptions, given by equation
(4.10)

l(uX) = ai(Xs — )" (X — p)

SR

UQUX, ) = Llogl0)—tr (5°Q) + ]2 s
where, S* = Y7 a;(X; — 1)T(X; — i) and
i = argmax((u)

Q = ag max 17(9)

are the robust reqularized estimators of Euclidean parameters of 6.
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Note that, if we had known  or if the proper form of elliptic density
was known, we could have used penalization in the mean parameter
too. So, if € is known, then, the penalized likelihood for p becomes -

n

X)) == ai(Xi — )" (X5 — p) + vl |ulh
=1

and the penalized likelihood estimate, i is

ji = argmax((u)

The likelihood optimization problems are convex optimization prob-
lems and have been the focus of much study in statistical and opti-
mization literature. One way of solving the optimization problem for
w is by using LARS algorithm of [17]. The optimization problem for
Q) can be solved by using the graphical LASSO algorithms provided in
[21], [54] and [28].

(4) (Optional) We can use the estimates to obtained in Step 4 and repeat
Steps 1-3, to get an estimate of g,. But, both in theory and practice,
that does not improve the error rates of the new estimate of g,,.

In Section 5.3, we give proof of Theorem 6, by which we show that reg-
ularized estimators of the Euclidean parameters 6 in the high-dimensional
case is also robust to tail behavior of the underlying elliptical distribution.

5.3. Theory. We have described the estimation procedure of the Eu-
clidean parameters and the non-parametric component of the elliptical den-
sity in Section 5.2. We now try to show that the estimators have nice be-
havior in the case of fixed and high dimension. The main theorem in this
section is Therem 5 and Theorem 6given in Section 2.2. However, to prove
the Theorems we first need to discuss the setup and the conditions.

We have Xi,...,X,, where X; € RP are independent elliptically dis-
tributed random variables with density f(-; uo,20), where, Qo = Xg. Then
the density function f(-; o, o) is of the form

(5.2) F(@; 10, 0) = Q]2 gp ((z — 120)"Q(x — o))

where 0y = (uo, Qo) € RP(P+3)/2 are the Euclidean mean and inverse covari-
ance parameters (X is the covariance parameter) respectively with po € RP
and Qp € RPPTD/2 and g, : R — R™ is the infinite-dimensional parameter.
We shall also consider that g, possess consistency property.
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Now, according to the consistency condition of Elliptical distribution
mentioned in Lemma 4, for independent random variables (&1, ..., &,) with

fi i §7 VZ,
(VG (X1 = 10), -, VG (X — 10)) £ (21, Z)

where, (Z1,...,2,) are independent p-variate standard Gaussian random
variables. If we define, W; = Ql/z(XZ- - uo), then,

(5.3) (VEaWL, ... NEW) L (Z1,...,2)

Now, according to the estimation procedure we have proposed, after the
estimation of the density generator by a log-lear spline, according to log-
likelihood equation Eq (4.7), the resulting log-likelihood for 6 becomes of
the form

n
00| X) = log]Q| Z ((Xl —whox; - ,u)) + Constant
=1

which is like the log-likelihood if estimated density f with parameters (0, Qo)
which has the form -

f(X1,..., Xnlfo) = C!QP/QGXP( Zaz i — o) Qo(X; Mo))

that means that as if the data W; = Ql/ 2( — po) has the following distri-
butional form -

(VAW ..., JanWy) L (Z41,..., Zy)

So, we can see that by our estimation of the non-parametric component,
we have got an estimate of the latent scale variable £ inherent to the consis-
tent elliptical distribution. Our results on rate will thus depend on the tail
behavior of €.

We wish to prove the Theorem 6 and Theorem 5 now. Recall the as-
sumptions (A1)-(A5) given in Section 2.2, which preceded Theorem 6 and
Theorem 5.

Before proving Theorem 6, we shall state and prove two lemma on con-
centration inequalities which are vital for the proof of Theorem 6. Lemma
11 is variant of the Lemma B.1 of [7]. Lemma 12 is variant of the Lemma 3
of [5] or Lemma 1 of [45].

Concentration inequality around the mean parameter pg will be goal of
our first Lemma.
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LEMMA 11. Let X; be i.i.d elliptically distributed random variables hav-
ing elliptic distribution with parameters (po, Qo) and a;’s are as stated in
Eq. (5.3) and Q be an estimate of Qg satisfying Assumption (A2). Then,

(5.4)
1/2 n
maXZ Vail(©2 — (k0)))j|> 2nt| < p(cexp(—dt)Ji(t,n,p)J2(t, n,p))
where, c,d are some constants.

So, the rate of convergence is controlled by o1(p,n), which is the function
such that the above inequality satisfies if we replace t = O(o1(p,n))

PrOOF. We have (\/5(2(1]/2(Xi — 1) L 7~ N(0,,1,). So, we have, by
Gaussian tail inequality

P [&(Xi — (10)"Q0(X; — o) > £2] < crexp(—cat?)
From Lemma 9 and Lemma 10, we have that,
P [(a; — &)(Xi — (10)) " Q(Xs — po) > 7] < (kn exp(—kat®) 1 (£, 1, p) Jo (%, m, p))

Combining the above two equations, we have for some constants cs, cqy > 0,

P[a’i(Xl (MO))TQO( MO) 2] < 03exp(—64t2)J1(t2,n,p)Jg(t2,n,p)
= P [Vail (2 (X: = (no);|> t] < esexp(—cat) hi(t,n,p)Ja(t,n,p)

So, we get that,

< (C3 eXp(_C4t)Jl(tan>p)J2(ta n’p))n

[Z Vail (9 (Xi = (n0)));]> nt

P[m;»xzmmé/%xi—<uo>>>j|>2me < plesexp(—cat)Ji(t,n, p) Ja(t, n,p))"
=1

Let us consider that o1 (p, n) to be the function such that the above inequality
satisfies if we replace t = O(o1(p,n)). O

So, we can see that depending on the behavior of Hj(t), either Hy(t) or
exp(—cot?) controls the rate in the above Lemma.

Concentration inequality around the covariance matrix parameter ¥y will
be goal of our next Lemma.
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LEMMA 12. Let X; be i.i.d elliptically distributed random variables hav-

ing elliptic distribution with parameters (po,%,) and a;’s are as stated in
Eq. (5.3) and Q, = 251. We also have, Amax(0p) < k < oco. Then, if
(Zp)ab = Oab;

(55) P mﬁ]z( ilaszJWzk — (Eo)jk’> nt
I7E =1
< dip?(H (t)J1(t)J2(t))" (exp(—ndat)) (exp(—ndst?)) for |t|< &

where, fi is an of o, di,do,ds and & depend on k only.
So, the rate of convergence is controlled by o2(p,n), which is the function
such that the above inequality satisfies if we replace t = O(o2(p,n)).

PrOOF. Consider W; = X; — o and W; = X; — jufor i = 1,...,n. We
have 95/2\/5W¢ L7~ N(0,,1,). So, we have, by Lemma 3 of [5], for
[t|< 0, for some constants c1,cy > 0,

n

(5.6) P Z‘ngngzk — (Eo)jk‘> nt S C1 eXp(—TLCQtQ)
i=1

We have a; > 0 and & > 0. Now,

|Wii Wik

|ai Wi Wir, — &Wig Wi | < laa| Wil [3—&[ Wil 3] I

< |a;||Wil[5—&| Wil 3]

Since, a; from ¢ is the slope estimate of the log density generator ¢, whose
slope is &, conditional on £. So, we have from Lemma 9 and Lemma 10 for
c3,cq > 0, that,

P [|as [Wil 3=&|[Wil[51> t] < csexp(cat)Ji(t,n, p)Ja(t, n,p)
which implies,
(5.7) P[la;Wi;Wi — &WiiWig|> t] < ez exp(cat)Ji(t)J2(t)
Now,
|aiWi Wi, — aiWiyWi| - < ai |- X5 (e — (o)) — Xi (5 — (0)3) + (it — (10)(120)))|
So, we have, for some constants, cs, cg > 0,

(5.8) P “CMW”VVM — aZ-WZ-jWik|> t] < H(t)C5 eXp(C(;t)
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So, combining the above equations (5.6) (5.7) and (5.8), for constants d1, da, d3 >
0, we get that,

P [znj|aimjv“vik—(zo)jk|> 3nt| < di(H(t)J1(t)Ja2 (1)) (exp(—ndat))(ds exp(—ndst?))

=1

n
P [j;gf > laiWii Wik — (So0)x|> 3nt
i—1

< p(p — 1)dy(H (t)J1(t)J2(t))" (exp(—ndat)) (exp(—ndst?))

Let us consider that o2(p, n) to be the function such that the above inequality
satisfies if we replace t = O(o2(p,n)). O

So, we can see that depending on the behavior of H(t), Ji(t), Jo(t) and
these rates along with exp(—czt?) controls the rate in the above Lemma.

5.3.1. Proof of Theorem 6.
(a) We consider

Q) = 3 aXi — ) %Ki — 1) — 3 ar(Xs — o)™ Q0(X; — o)
i=1 =1

Our estimate i given in Eq. (4.12) minimizes Q(p) or equivalently
0 = fi — pp minimizes G(§) = Q(po + 6) given an estimate 2 of Q.
Consider the set

On(M) = {6 : |[6]|]2= Mryn}
where,
rn = +/PO(o1(p,n)) = 0

where, 01 (p,n) is taken from statement of Lemma 11. Note that G(0)
is a convex function and

G(6) < G(0) =0
Then, if we can show that

inf{G(d) : 6 € O(M)} >0



32 S. BHATTACHARYYA ET AL.

then the minimizer § must be inside the sphere ©,,(M) and hence

10]|2< My,
Now,
éai(Xi — )" Q(X; — )
i — 10) Q0 (X; — o) + QZaz )0 (o — )
+ iaz (10 — 1) Qoo — 1)
i=1

So,
n n
G(6) =2 Z ai(X; — po) Q00 + Z a;0T Qod
i=1

i=1
Now, by applying Cauchy-Scwartz inequality and Lemma 11, and a; =
Y1 y/a; and as = >0i a;, we get that,

G() > —22@al(p,n)\]Q(l)/Q(SHQ—i-f:aidTQo&
i=1 =1
> 201 Mv/s(01(p,n))? + askM>s(01(p, n))?
> ay(1/(k + op(1))M?s(01(p,n))* — 2a1M/5(a1(p,n))?
> 0

for large enough M > 0. So, for large enough M > 0,
G(0) >0

So, our proof follows.
(b) The proof closely follows proof of Theorem 1 in [45]. We do not repeat

the proof as essentially the same proof follows. The only difference are

(i) Take S* in stead of 3 in the whole proof.

(ii) Take r, = /p+ sO(o2(p,n)) — 0, where,o2(p,n) is taken from
statement of Lemma 12

(iii) Use Lemma 12 instead of Lemma 1 after the equations (12) and
(13) of the proof.

(iv) Use regularization parameter vy = %O(O’Q (p,n)), where, o2(p, n)
is taken from statement of Lemma 12

(c) Follows fro Lemma 7.



ADAPTIVE ESTIMATION IN ELLIPTICAL DISTRIBUTIONS 33

5.3.2. Proof of Theorem 5. Proof of Theorem 5 becomes a special case
of proof of Theorem 6 as we do not have dependence on p in rate anymore.

6. Application to Special Problems.

6.1. Application to Covariance and Precision Matriz Fstimation. The
general method of estimation given in Section 5 can be used in robust reg-
ularized estimation of covariance and inverse covariance matrices. Class of
Elliptical densities contain densities having tails both thicker and thinner
than sub-Gaussian random variables. So, adaptive estimation of covariance
matrix from a class of elliptical densities lead to covariance matrix esti-
mators, which are robust to tail-behavior of the under distribution of the
random variable.

Let X1,..., X, where X; € RP are independent elliptically distributed
random variables with density f(-;0,€). Then the density function f(-; u, )
is of the form

(6.1) f(2;0,9) = 1Q|'/2g, (27 Qx)

where § = (0,9Q) € RP?P+3)/2 are the Euclidean mean and covariance pa-
rameters respectively with Q € RPPT1/2 and g, : R* — R* is the infinite-
dimensional parameter with the property

/ gp(xTx)dr =1
RP

Rt = [0,00). 2 = X! is the inverse covariance parameter and % is the
covariance parameter.

Now, we consider the high-dimensional situation under the additional
structure of sparsity imposed on the Euclidean parameters 6. We consider
that ||Q27||o= s, where, ||-||o calculates the number of non-zero entries in the
vector or the matrix in vectorized form. Small values of s indicates sparsity.
We consider the high-dimensional case, that is when we have the dimension
of the Euclidean parameters, p, growing with number of samples, n.

6.1.1. Method. If we follow the estimation procedure suggested in Sec-
tion 5, we shell get the robust regularized estimate, Q of  with nice
theoretical properties given in Theorem 6. This procedure can be performed
for any other additional structure on the parameters and for any other form
of penalization on parameters. As a special case, assume sparsity condition:
|2~ ||o= s, where, ||-||op calculates the number of non-zero entries in the vec-
tor or the matrix in vectorized form and ¢; penalty on off-diagonal elements
of 2. The steps of estimation procedure can be stated as -
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Assume that we have an initial consistent estimators €2, such that, ||Q—
Qol||F concentrates around zero with tail bounds given by functions
J(t,n,p) such that,

PlIQ—Q|p>t] < Jao(t,n,p).

So, we have, ||Q2—Qo||lo= Op((w(p,n)), where, w(p,n) — 0 as p.n — oo
with given tail bounds.

There is a rich literature on robust estimates of multivariate location
and scale parameters. The book by Hampel et.al. [25] is a good source.
Define Y; = XZ-TQXi and based on (Yl, R }Afn), we construct the
Grenander type estimator §,(y) of the density generator g, from the
equation (3.5). If g, is monotone, we get an isotonic linear spline es-
timate of ¢(y), where, exp(¢(y)) = gp(y), in the form of U (y), defined
by the equation (3.14).

Use the slope estimates of the linear spline estimators qgn or ﬂn, to
get an approximated penalized log-likelihood loss function, £ (0) for the
Fuclidean parameters 6 under sparsity assumptions, given by equation
(4.10)

UUX. ) = loglQl—tr (S*Q) +vIQ7 |y

where, S* = " | ;X1 X; and

Q = arg max 17(9)

are the robust reqularized estimators of Euclidean parameter €.

The likelihood optimization problems are convex optimization prob-
lems and have been the focus of much study in statistical and opti-
mization literature. The optimization problem for €2 can be solved by
using the graphical LASSO algorithms provided in [21], [54] and [28].

We can get robust reqularized estimate of covariance matrix ¥ by this
method.

6.1.2. Theoretical Performance. We start with the following assumption

(B1)

Assume that we have an initial consistent estimators Q, such that,
[|€2 — Qo||F concentrates to zero with tail bounds given by functions
J(t,n,p) such that,

(6.2) P[|Qo — Q|r>1t] < J(t,n,p).
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We have, || — Qollo= Op((w(p,n)), where, w(p,n) — 0 as p,n — oo
with given tail bounds.

In the high-dimensional situation we assume the additional structure of spar-
sity imposed on 2y. Density generator g comes from a consistent family el-

liptical distributions and so by Lemma 4, Qé/ 2 (X) 4 Z,/\/€. Let us consider
the probability density function of X; to be b (j =1,...,p) and

o
(6.3) H(u) = / h(v)dv
u
We consider the following assumptions -

(B2) Suppose that ||27|[o< s, where, ||-||o calculates the number of non-zero
entries in the vector or the matrix in vectorized form. Small values of
s indicates sparsity.

(B3) Amin(X0) > k > 0, or equivalently Apnax(Q0) < 1/k. Amax(Zo) < k.

(B4) The function H(t) defined in Eq. (6.3) and J(¢,n,p) defined in Eq.
(6.2), satisfies the following conditions -
there exists a function o(p,n) : N x N — R, is defined such that for
constants, di, dz,ds > 0, for t = O(o(p,n)),

(6.4)
dip*(J(t,n,p))" (exp(—ndat))(dz exp(—ndst?)) — 0 as p,n — oo

Let us consider that we have obtained estimators of the Euclidean param-
eters Q and the nonparametric component § by following the estimation pro-
cedure of the elliptical density in Section 5. We consider the high-dimensional
situation now, that means the number of dimensions p and the number of
samples n both grow.

THEOREM 13. Define ¢p(y) = log(gp) and assume the following regu-
larity conditions on density generator g, and ¢p(y): gp is twice continu-
ously differentiable with bounded second derivative and derivative ¢' and g
bounded away from 0 (from above) and —oc and [(¢")? < oo. Then, under
assumption (B1)-(B4),

120 — Q[r=0p (/b + 5)a(p,n)) for v="0(o(p,n)).
PROOF. The proof follows from Theorem 6 with ug = 0. O

So, we get a consistent estimator Q with computable rates of convergence,
which is robust against tail behavior. Similarly, we can also get estimates of
the covariance matrix ¥ and correlation matrix by extending the methods
suggested in [45] and [36] in our setup.
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6.2. Application to Regression with Elliptical Errors. The general method
of estimation given in Section 5 can be used in robust reqularized regression.
Class of Elliptical densities contain densities having tails both thicker and
thinner than sub-Gaussian random variables. So, if we have linear regression
with error variables having elliptical distributions, then, adaptive estimation
from a class of elliptical densities lead to regression estimators, which are
robust to tail-behavior of the error variables. Thus, we shall be able to get
robust regularized regression estimators.

Let ((Y1,X1),...,(Yn, X,)) where X; € RP and Y; € R are predictor and
response variable such that

Y =B{ Xi+e

where, ¢; are independent elliptically distributed random variables with den-
sity f(;0,I). So, the density function of Y; is f(-; 8% X;,I), where, f is the
elliptical density. So, the problem of estimation of 3 boils down to the prob-
lem of estimation of mean parameter of the elliptical density.

6.2.1. Method. For high-dimensional regression, we consider the most
vanilla situation and method. We consider the high-dimensional situation
under the additional structure of sparsity imposed on the regression coeffi-
cients 9. We consider that ||5]|o< s, where, ||-||g calculates the number of
non-zero entries in the vector or the matrix in vectorized form. Small values
of s indicates sparsity. We consider the high-dimensional case, that is when
we have the dimension of the Euclidean parameters, p, growing with number
of samples, n.

(1) Assume that we have an initial consistent estimators B, such that,
||B—Bol|2 concentrates around zero with tail bounds given by functions
J(t,n,p) such that,

P[|Bo — Bll2>t] < J(t,n,p)

So, we have, HB—ﬁoHF: Op((w(p,n)), where, w(p,n) — 0 as p.n — 0o
with given tail bounds.
There is a rich literature on robust estimates of multivariate location
and scale parameters. The book by Hampel et.al. [25] is a good source.
(2) Define F; = (Y; — 7X;)? and based on (Ey,...,E,), we construct
the Grenander type estimator g,(y) of the density generator g, from
the equation (3.5). If g, is monotone, we get an isotonic linear spline
estimate of ¢(y), where, exp(¢(y)) = gp(y), in the form of @(y), defined
by the equation (3.14).
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Use the slope estimates of the linear spline estimators QASHN or zﬁn, to
get an approximated penalized log-likelihood loss function, ¢(#) for the
Euclidean parameters 6 under sparsity assumptions, given by equation
(4.10)

(X)) = > aY;—B7X)T(Y; - B7X:) + vl|Bl1y
=1
and

B = argmax /()

are the robust reqularized estimators of Euclidean parameters of (.
The likelihood optimization problems are convex optimization prob-
lems and have been the focus of much study in statistical and opti-
mization literature. One way of solving the optimization problem for
B is by using LARS algorithm of [17].

6.2.2. Theoretical Performance. Thus following the estimation proce-
dure suggested above, we shell get the robust regularized estimate, g

of By

with nice theoretical properties under restrictions on design matrix

and coefficient parameters such as given in [7], [55] and [42]. Let us just give
one such example of conditions on design matrix and coefficient parameters
called Restricted Eigenvalues conditions given in [7]. The condition is stated

as -

(C1)

Also,
(C2)

Assume

|| X 622

min min — >0
JoC[p]|Jol<s 670,18 ¢l1<cold.p, 1 V[076, 1|2

(65) H(87])7 CO) =
where, for integers s,m such that 1 < s <p/2 and m > s,s +m < p,
a vector § € RP and a set of indices Jy C {1,...,p} with |Jp|< s;
denote by J; the subset of {1,...,p} corresponding to the m largest in
absolute value coordinates of § outside of Jy, and define Jy; = JyU Jj.

Assume that we have an initial consistent estimators B, such that,
||B — Boll2 concentrates to zero with tail bounds given by functions
J(t,n,p) such that,

(6.6) P[|Bo = Bll2>t] < J(t,n,p)

We have, || — fol|lr= Op((w(p,n)), where, w(p,n) — 0 as p,n = oo
with given tail bounds.
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We consider the high-dimensional situation. So, in this case, the dimension
of Euclidean parameters grows with n. In the high-dimensional situation
we assume the additional structure of sparsity imposed on the coefficient
parameters §y. Density generator g comes from a consistent family elliptical
distributions and so by Lemma 4, ¢; 4z /V/€. Let us consider the probability
density function of ¢; to be h (j =1,...,p) and

(6.7) H(u) = /uooh(v)dv

We consider the following assumptions -

(C3) Suppose that ||5][o< s, where, ||-||o calculates the number of non-zero
entries in the vector or the matrix in vectorized form. Small values of
s indicates sparsity.

(C4) The function H(t) defined in Eq. (6.7) and J(¢,n,p) defined in Eq.
(6.2), satisfies the following conditions -
there exists a function o(p,n) : N x N — R} is defined such that for
constants, ¢,d > 0, for t = O(o(p,n)),

(6.8) p(cexp(—dt)J(t,n,p))" — 0 as p,n — oo

Let us consider that we have obtained estimators of the coefficient param-
eters B and nonparametric component ¢ by following the estimation proce-
dure of the elliptical density in Section 5. We consider the high-dimensional
situation now, that means the number of dimensions p and the number of
samples n both grow.

THEOREM 14. Define ¢p(y) = log(gp) and assume the following regu-
larity conditions on density generator g, and ¢p(y): gp is twice continu-
ously differentiable with bounded second derivative and derivative ¢' and g
bounded away from 0 (from above) and —oc and [(¢")* < co. Then, under
assumption (C1)-(C4), with co =3 in (C1),

(6.9) 180 — Blla= Op (Vs (p,n))

PROOF. The proof follows the same steps as proof of Theorem 7.2 of [7]
with only the concentration inequality portion replaced by the concentration
inequality of Theorem 6 and Lemma 11. O

This procedure can be performed for any other additional structure on
the regression parameters and for any other form of penalization of loss
function. These gives a lot of scope for future work.
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6.3. Mixture of Elliptic Distributions. Let Xq,..., X, ~ Zﬁ;l i fr(; pg, L),
where, X; € RP and fi(+; ux, Q) is the density of elliptic distribution of the
form

(6.10) @ e ) = [Qelgr (2 — )" U — i)

where, gi(+) is a density generator, that is, a non-negative function on [0, co)
such that the spherically symmetric (around zero) function g (zx), z € RP
integrates to 1 and gy is non-increasing in [0,00) so that the density is
unimodal.

Our goal is the estimation of Euclidean parameters 8 = (Mkan)szl or
0 = (Mkvﬁk)i(zl in the high-dimensional setting as well as the infinite-
dimensional parameters G = (g1, . .., 9K)

6.3.1. EM Algorithm. We have data X = (Xi,...,X,), where, X; i
p(z;0,G,m). The complete data vector is given by X. = (Z, X), where,
Z = (Zi,...,2y,) and each Z; € {0,1}¥ indicates component label. The
complete data log likelihood is given by

n K K K
l(@) = DY Zilogm+ > Anllpelli+ D Aakl |27 [
=1 k=1 k=1 k=1
n K 1
£ 303 Za (5 loglul+log g (1 (& = ) (& — jue)) ) )
=1 k=1

The conditional log likelihood is given by

n K

K K
Q) = D> mirlogmy+ D Mplluklli+ D AewllQ |11
=1 =1

=1k

Il
—

M=
M=

+ Tik (% log|€%|+1og g (tr (= — pk)" (& — ) Qk))

1k

<.
Il
Il

—

where, 7, = E[Z;x| X, ]
For m!" iteration of the algorithm, we start with ¢(m) and
E step We estimate Ti(]:rH_I) = E[Zi| X, ™).
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M step We maximize Q(¢) with 7™+ and the m!? iterate estimates are

n m—+1
Tr,ﬁ’”"“) _ Zz’:lT‘(k: )

i1 Zszl T‘(llnﬂ)

ptY = argm,}nZTik (10%91(;”) (tr (X = w)(Xi = w)T) Q’(cm))) + sl
=1

m . & m 1
Q,(g ) arg ggr(}an (log g/,(c ) (t?“ ((Xz — p)(Xi — “)T> Q) 9 log\Q|)
i=1

+ Al

glim+1) = log-linear spline estimate of g; based on

(X; — u,(gmﬂ))TQ,gm—i_l)(Xi — u,(gmﬂ)) fori=1,...,n
6.3.2. Theoretical Results. The family of distributions P = {Pg )} be-
comes identifiable under the conditions given in [27]. The condition states
that for elliptical distributions with consistency property, that is, elliptical
distributions of the form X, L% given in Lemma 4, we have identifiability
of Euclidean parameters for mixtures of such elliptic distributions if density
of £, h exists and satisfies

h(r)

rl—r>r(l)h(ar) =0fora>1

(6.11)

The result is given in Theorem 4 of [27].

THEOREM 15. Assume that we have a mizture of elliptical distributions
P = {Pgg)} with consistency property. Also, the scale parameter, & as
defined in Lemma 4 of each elliptical distribution component satisfies 6.11.
Also, the Euclidean parameters of each elliptical distribution component sat-
isfies the conditions mentioned in Theorem 6 and they lie within a compact
set. Then, we have -

The EM algorithm converges to a stationary point or local mazrima of the
penalized likelihood function.

PROOF. We are maximizing the penalized likelihood at each M Step of
the EM algorithm by following the steps of penalized maximum likelihood
inference in Section 5. Thus, we get a hill-climbing algorithm. Also, the
penalized likelihood function is bounded from above. So, the sequence of
estimators obtained by EM iterations converges to a stationary point of the
penalized likelihood function, since we are within a compact set. ]
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7. Simulation Examples. We simulate from high-dimensional Gaus-
sian and t-distribution and try to estimate the inverse covariance matrix.

7.1. Estimation of High-dimensional Covariance Matriz and Density Gen-
erator. We have number of samples n = 400 and dimension of the data
vectors as p = 400. We generate the Gaussian distribution with mean 0 and
banded covariance matrix. The estimated covariance matrices are given in
Figure 2. The top row of Figure 2 are the original covariance matrix, empiri-
cal covariance matrix and Graphical LASSO estimate from left to right. The
bottom row of Figure 2 are the banded estimated covariance matrix, robust
estimated covariance matrix and robust regularized estimated covariance
matrix (our method) from left to right.

FIGURE 2. For n = 400 and p = 400, we get different covariance estimators for a banded
covariance matriz of normal distribution.

We have number of samples n = 400 and dimension of the data vectors
as p = 400. We generate the ¢ distribution having 2 degree of freedom and
a banded covariance matrix. The estimated covariance matrices are given
in Figure 6. The top row of Figure 6 are the original covariance matrix,
empirical covariance matrix and Graphical LASSO estimate from left to
right. The bottom row of Figure 6 are the banded estimated covariance
matrix, robust estimated covariance matrix and robust regularized estimated
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covariance matrix (our method) from left to right. We also give the estimated

FIGURE 3. For n = 400 and p = 400, we get different covariance estimators for a banded
covariance matriz. of t-dist

density generators for the Gaussian distribution and ¢ distribution cases.
8. Real Data Examples.

8.1. High-dimensional Covariance Estimation in Breast Cancer Data. In
the biological data set, we focus on selecting gene expression profiling as
a potential tool to predict them breast cancer patients who may achieve
pathologic Complete Response (pCR), which is defined as no evidence of
viable, invasive tumor cells left in surgical specimen. pCR after neoadjuvant
chemotherapy has been described as a strong indicator of survival, justifying
its use as a surrogate marker of chemosensitivity. Consequently, considerable
interest has been developed in finding methods to predict which patients will
have a pCR to preoperative therapy. In this study, we use the normalized
gene expression data of 130 patients with stage I-I1I breast cancers analyzed
by Hess et al. (2006) [26]. Among the 130 patients, 33 of them are from
class 1 (achieved pCR), while the other 97 belong to class 2 (did not achieve
pCR).

To evaluate the performance of the penalized precision matrix estimation
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FIGURE 4. For n = 400, we get estimator of density generator g, for normal and t.

using three different penalties, we randomly divide the data into training
and testing sets of sizes 109 and 21, respectively, and repeat the whole
process 100 times. To maintain similar class proportion for the training and
testing datasets, we use a stratified sampling: each time we randomly select
5 subjects from class 1 and 16 subjects from class 2 (both are roughly 1/6 of
their corresponding total class subjects) and these 21 subjects make up the
testing set; the remaining will be used as the training set. From each training
data, we first perform a two-sample t-test between the two groups and select
the most significant 120 genes that have the smallest p-values. In this case,
the dimensionality p = 120 is slightly larger than the sample size n = 109 for
training datasets in our classification study. Due to the noise accumulation
demonstrated in Fan and Fan (2008), p = 120 may be larger than needed for
optimal classification, but allows us to examine the performance when p > n.
Second, we perform a gene-wise standardization by dividing the data with
the corresponding standard deviation, estimated from the training dataset.
Finally, we estimate the precision matrix and covariance matrix for both
the classes for the training data using our method and standard graphical
LASSO estimates. We find that our method gives sparser estimates of both
inverse covariance and covariance matrices. The mean number of non zeros
are given in the following table -

9. Conclusion. We have developed adaptive estimation procedure for
estimation of elliptical distribution for both low and high-dimensional cases.
The method of estimation is novel and it gives us a way to move from fixed-
dimensional to high-dimensional case quite naturally. We have developed
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Graphical LASSO | Our Method
Covariance Matrix 5312 4616
Inverse Covariance Matrix 486 412
TABLE 1

The number of non-zero elements in estimators of covariance and inverse covariance
matrixz in Breast Cancer Data.

FIGURE 5. Breast Cancer Data covariance matrix estimators using Graphical Lasso (Left)
and our method (Right).



ADAPTIVE ESTIMATION IN ELLIPTICAL DISTRIBUTIONS 45

FIGURE 6. Breast Cancer Data inverse covariance matrix estimators using Graphical Lasso
(Left) and our method (Right).

estimation procedure for the density generator function of the elliptical dis-
tribution in a log-linear spline form in Section 3 and derive respective error
bounds. We use the estimate of density generator function of elliptical distri-
bution to adaptively estimate Euclidean parameters of elliptical distribution.

For the estimation of Euclidean parameters, we devise a weighted loss
function, where, the weights come from the slopes of estimated density gen-
erator function. As a result we have a very natural extension of squared error
loss function and with the help of this weighted squared error loss function,
we are able to estimate mean and covariance matrix parameters coming from
distributions with widely varying tail behavior. So, we get robust estimates
of the mean and covariance matrix.

Now, for the high-dimensions case too, weighted least squares loss func-
tion is a natural generalization of the least squares loss function, but with
this simple generalized loss function, we are able to handle random variables
coming from widely varying tail behaviors. As a result we can obtain estima-
tors which are both regularized and robust in high-dimensions. Our approach
is not the only approach in statistics literature which can produce estimators
that have this dual property of being both robust to changing tail conditions
and regularized to constrained parameter spaces in high-dimensions, but it
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is a quite natural one.

We have indicated three special cases, for which our method can be inde-
pendently developed -(a) Estimation of Covariance and Precision matrix (b)
Regression with Elliptical errors and (c¢) Clustering via mixtures of elliptical
distribution in Section 6. For all of these cases, our method can give robust
estimates, which can be regularized in high-dimensions.

Feasible algorithms are quite easily obtainable for our method, as most
algorithms that work on least squares loss function also work for weighted
least square loss functions too. So, we give an easy approximation to a hard
optimization problem and try to solve an optimization problem, which is
much easier to handle. As a result our method can borrow strength from
existing optimization literature.

So, we have provided an estimation procedure of mean and covariance
matrix parameters of elliptic distributions, which is adaptive to the tail
behavior and given some theoretical justification for the estimators. The
procedure can be extended to use in several classical statistical problems
of regression, classification and clustering, thus making our method a very
important stepping stone for developing future natural robust regularized
estimators.
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