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We describe a learning progression for partial derivatives spanning virtually all undergraduate courses in cal-
culus through upper-division physics. Anchored by the concept images of both novices and content experts,
our learning progression outlines an idealized trajectory for students to follow. The progression details a par-
ticular sequence of experiences designed to build on each other and to foster student learning using various
strategies for interactive engagement. We then empirically validate the learning progression by studying student
understanding of partial derivatives at key points along the trajectory. We provide examples, in the context of
differentials, for different layers of our learning progression: concept image, task analysis, and representations.

I. INTRODUCTION: LEARNING PROGRESSIONS

Learning progressions (LPs) in science, known as learn-
ing trajectories (LTs) in mathematics, are possible sequences
of increasingly sophisticated understandings of topics. Key
features of LPs [1, 2], include: (1) LPs are hypotheses about
learning in a given domain; (2) LPs include Upper and Lower
Anchors, with the Upper Anchor grounded in societal goals
for learning core knowledge and practices in science, and the
Lower Anchor grounded in the ideas that students bring to
the classroom; and (3) LPs describe ways students may de-
velop more sophisticated ways of thinking in a domain, often
with support of specific instructional strategies. A major goal
of developing learning progressions is to deepen the focus of
science and math education on central concepts rather than
on inconsequential topics [3].

As the culmination of 20 years of research and curriculum
development, we are identifying and evaluating a learning
progression for student understanding of partial derivatives
which spans the student experience from lower-division mul-
tivariable calculus through multivariable chain rules in upper-
division thermodynamics and geometric combinations of par-
tial derivatives in upper-division electro- and magneto-statics.

Our LP extends over a large range of advanced and inter-
related curricular content; therefore, we have found it use-
ful to focus, at different phases of the development of the
LP, on three different aspects, each with its own theoretical
framework: concept images, task analysis, and representa-
tions. These aspects overlap somewhat, and it is not neces-
sary to think of them as distinct. Each of these aspects is
discussed in a subsequent subsection.

In each subsection, we give examples from our LP, chosen
to highlight a major theme which threads throughout our LP:
how the concept of differentials is a critical part of the concept
image of partial derivatives for physicists. We have identified
the following ideas about differentials in the upper and lower
anchors of the LP:

Upper Anchor. Experts’ rich concept images allow them
to choose amongst many solution paths and are strengthened
by sense-making, but these paths vary from person to person
and from field to field; mathematics experts and physics ex-
perts are not the same! When developing the upper anchor

of our LP by interviewing faculty experts from mathemat-
ics, engineering, and physics [4-6], we found, in particular,
that the physicists and engineers had several ways of reason-
ing about small quantities that were not shared by mathemati-
cians. Mathematicians made an explicit choice in the 1950s
not to regard differentials in calculus as infinitesimal quanti-
ties [7, 8]. On the other hand, physicists have always used dif-
ferentials to represent quantities that are either truly infinites-
imal or at least “small enough” to yield the desired degree of
accuracy; we call either usage infinitesimal reasoning [10].
Physicists are very much aware that what really matters is be-
ing in the linear regime, rather than being able to determine
limits to zero that may not exist in the real world [10-12]. In-
finitesimal reasoning turns (first-order) differential equations
into linear relationships between differentials, thus blending
related rates, implicit differentiation, differential equations,
and, of course, the chain rule into a single, unified concept,
thereby revealing the true essence of calculus, which is fun-
damentally about linearization.

Lower Anchor. Based on research surveys [13], we have
found that middle-division students tend to think of the
derivative as a slope and that these students are good at re-
lating the derivative to changes and computing derivatives al-
gebraically. However, students need more practice viewing
the derivative as a ratio, thinking about small changes, and
interpreting when a change is “small enough.”

We conclude this paper with a section on what we have
learned about the types of research that are possible and/or ap-
propriate to do in deriving and validating an LP at the upper-
division undergraduate level.

A. Concept Image

Tall and Vinner [14, p.152] define a concept image as “the
total cognitive structure that is associated with the concept,
which includes all the mental pictures and associated prop-
erties and processes.” As developing professionals, middle-
division students need to develop rich concept images rapidly.
We use research about the Upper and Lower Anchors, as well
as student work in between, to identify a rich concept image
of each of the main concepts in our LP.



FIG. 1. Interview Task focused on coordinating different represen-
tations
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Hiebert and Carpenter [15, p.67], suggest that understand-
ing a mathematical idea requires it to be part of an internal
network and that “the degree of understanding is determined
by the number and strength of the internal connections.” In
our own research [16], we learned that middle-division stu-
dents tend not to go back and forth between the elements of
the concept image spontaneously. To help students increase
the strength of their connections, our LP emphasizes opportu-
nities for students to translate between such representations.
Furthermore, students’ ability to transfer in these ways is, for
us, an important empirical validation of our LP.

The concept image of ordinary derivatives was discussed in
detail in a seminal paper by Zandieh [17]. To find derivatives
from data, it is necessary to use the ratio layer of Zandieh,
namely the part of the concept image that says that deriva-
tives can be thought of as “ratios of small changes.” In recent
work, we emphasized this element of the concept image by
adding an explicit numerical representation [10, 11], and by
introducing the notion of “thick derivatives” for ratios that
are “good enough” [10, 12]. The finite, but “small enough,”
changes in both the numerator and the denominator of the
ratio, are, of course, exactly what physicists mean by differ-
entials.

We are now extending this concept image to partial deriva-
tives where the idea that the direction in which the derivative
is taken (equivalently, what is being held constant) becomes
an important element.

To understand more clearly how students reason about
thick derivatives, we have conducted problem-solving inter-
views that require students to take information from both a
table of data and a contour map to construct the desired par-
tial derivative and we are exploring the ways in which they
transfer from one representation to another [18], see Fig. 1.

B. Task Analysis

Once we have a clear sense of one or more elements of a
concept image that we hope to convey to students, we begin
to build curriculum. Referring to our anchors as references,
we carefully decompose potential student tasks and examine
the resulting structure and level of complexity in a cognitive
task analysis. “Cognitive task analysis is the extension of tra-
ditional task analysis techniques to yield information about
the knowledge, thought processes, and goal structures that
underlie observable task performance” [19].

When we perform a task analysis, we pay particular at-
tention to the ways in which students engage with the task,
using feedback from: small whiteboard questions and other
classroom formative feedback; our own pedagogical content
knowledge built from years of teaching and office hours; con-
stant conversations with TAs, LAs, and student team mem-
bers; student work on homework, quizzes, and exams; and
student focus groups. Often, this informal research draws our
attention to extra steps in the task that we, as experts, did not
notice but which need to be addressed in our curricular tasks.

To physicists, differentials describe the small changes nec-
essary to define the derivative from representations of data. A
cognitive task analysis has uncovered several ways in which
physicists routinely use differentials in thermodynamics and
explored how students learn to manipulate differentials over
time. Equations found by taking the total differential of an
equation (which we will call differentials equations) can be
manipulated using simple algebraic rules to solve many ther-
modynamics problems. Differentials equations are always
linear, meaning that substitution is always an effective strat-
egy. Even for complicated equations chain rules can be deter-
mined quickly [10, 20].

Physicists can also use differentials equations to “identify”
a particular partial derivative as a physical quantity — which
has its own operational definition — by comparing physics
statements to mathematics statements. For example, a physi-
cist can identify temperature and volume as partial deriva-
tives of enthalpy (Eqns. (3)-(4)) by comparing the definition
of enthalpy (derived from the thermodynamic identity via a
Legendre transformation, Eqn. (1)) to an equation which is
a mathematical identity (e.g. the differentials version of the
multivariable chain rule, Eqn. (2)) [21].
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FIG. 2. Representations for the vector differential and volume ele-
ment in spherical coordinates.
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C. Representations

A theoretical appreciation of representations is helpful in
understanding how students interpret, use, and move between
different representations. We draw on the perspective of dis-
tributed cognition [22, 23], which provides an account for the
role of external entities (including tools, other people, and
representations) in cognition. Many of the representations we
use are external representations (as opposed to mental rep-
resentations), and have physical or material features. In the
case of written text, the material features include the sym-
bol shapes that make up the text and the surface on which
the text appears (like paper or whiteboard). These features
both enable and constrain possibilities: written words are sta-
ble, thus freeing working memory for other work; paper is
two-dimensional, so objects and functions can only be drawn
in cross section or perspective, which requires cognitive pro-
cessing to interpret. In this way, the material features affect
the computational power and the pedagogical affordances of
the representation. To facilitate student reasoning in three-
dimensional cases, using a physical model that can be manip-
ulated (like a pumpkin or a hula hoop) helps students visu-
alize the physical situation and facilitates creating algebraic
representations of geometric relationships. In kinesthetic ac-
tivities, we evoke embodied cognition by asking students to
represent the geometric or physical situation with their own
bodies.

Differentials of spatial quantities, particularly in E&M
contexts, can be combined into the vector differential, which
describes a small change in all directions at once. The mul-
tivariable chain rule becomes a statement about the gradient,
namely
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Equation (5) can be used to find: any directional derivative,
the total derivative with respect to a parameter like time, and
properties of the gradient (e.g., it is perpendicular to the level
curves and its magnitude is the slope in the steepest direc-
tion) [7, 24].

At the middle-division level, most students can effectively
use different representations but many are nevertheless unable

FIG. 3. Students pointing in the direction of the gradient.

to move smoothly back and forth among these representa-
tions. For example, in problem-solving interviews regarding
flux [16], we found that if students are prompted with words,
they often respond with words; prompted with equations, they
respond with equations, etc. But they may not spontaneously
draw connections between these representations in the ways
that a professional would; that is, they are not “harmonic”
reasoners in the sense of Krutetskii [25].

In our LP, we often give students the opportunity to contrast
two different representations of the same concept which have
different material features. In curricular materials we devel-
oped to help students visualize the geometric nature of the
vector differential and the gradient, we pair representations
several times. Fig. 2 shows both a traditional 2-dimensional
textbook figure of the volume element in spherical polar co-
ordinates, which students compare, in an activity, to a 3-
dimensional tangible representation of the same volume el-
ement which they cut out of a pumpkin. Figure 3 shows a
kinesthetic activity in which students point “in the direction
of the gradient.” For a function of two variables, the gradient
is a two-dimensional vector, but the representation in words
that “the gradient points in the steepest direction,” leads many
students to believe that the gradient points upward.

II. RESEARCH:

A central feature of formal learning progressions is that
they are based on research, as opposed to selecting sequences
of topics and learning experiences based only on logical anal-
ysis. However, we have found that it is unrealistic to empiri-
cally validate our LP as a whole: It encompasses content from
all four years of the undergraduate curriculum and crosses
all subdisciplines of physics; our student population comes
from diverse backgrounds; individual students flow through
the courses differently; n is small (= 35 students/year); and
there is no reasonable comparator group. Nevertheless, we
believe that we have achieved a robust understanding of the



ways in which students interact with the LP by collecting a
wide range of types of data and by employing a rich vari-
ety of research perspectives and methods. We have used both
formal and informal research to establish snapshots of student
understanding at many points along the LP.

Throughout this paper, we have given examples of the for-
mal research methods and frameworks we have used and ref-
erenced the results of both our empirical validation of specific
curricular elements of the LP and our tests of the current loca-
tion of students along the LP. In addition, we have constantly
embedded our work in informal research that generates sig-
nificant knowledge about the LP but may not result in the
publication of research papers. Due to the extreme active-
engagement nature of our courses and because our group in-
volves teachers, curriculum developers, and researchers (in-
cluding some individuals who play multiple roles), we are
able to triangulate information from many sources and vali-
date the LP through a large variety of scholarly activities.

III. CONCLUSIONS

We have begun the process of building and documenting
a learning progression by which students can learn to under-
stand, manipulate and reason with partial derivatives and dif-
ferentials. This learning progression is a synthesis of research
we have performed as well as our experience teaching partial
derivatives and differentials, and will be useful as a research-
based guide for teaching partial derivatives. Stay tuned as we
flesh out the entire learning progression!

ACKNOWLEDGMENTS

We would like to thank the members of the Paradigms re-
search project, including our students, over many years. This
work was supported in part by NSF grant DUE-1323800.

[1] R. Duschl, H. Schweingruber, and A. Shouse, eds., Taking sci-
ence to school: Learning and teaching science in grades K-8
(National Academies Press, 2007).

[2] M. Lemke and P. Gonzales, Tech. Rep., National Assessment
Governing Board (2006).

[3] J. D. Plummer, in Learning Progressions in Science: Current
Challenges and Future Directions, edited by A. C. Alonzo and
A. W. Gotwals (Sense Publishers, Rotterdam, 2012), pp. 77—
100.

[4] M. B. Kustusch, D. Roundy, T. Dray, and C. Manogue, AIP
Conference Proceedings 1513, 234 (2012).

[5] M. B. Kustusch, D. Roundy, T. Dray, and C. A.
Manogue, Phys. Rev. ST Phys. Educ. Res. 10, 010101
(2014), http://journals.aps.org/prstper/abstract/10.1103/
PhysRevSTPER.10.010101.

[6] D. Roundy, E. Weber, T. Dray, R. R. Bajaracharya, A. Dorko,
E. M. Smith, and C. A. Manogue, Phys. Rev. ST Phys.
Educ. Res. 11, 020126 (2015), http://journals.aps.org/prstper/
abstract/10.1103/PhysRevSTPER.11.020126.

[7] T. Dray and C. A. Manogue, College Math. J. 41, 90 (2010).

[8] C. B. Allendoerfer, Amer. Math. Monthly 59, 403 (1952), edi-
torial; reprinted in [9].

[9] T. M. Apostol et al., eds., Selected Papers on Calculus (Math-
ematical Association of America, Washington DC, 1969).

[10] T. Dray, E. Gire, C. A. Manogue, and D. Roundy, PRIMUS
(2017), (to appear).

[11] D. Roundy, T. Dray, C. A. Manogue, J. F. Wagner, and E. We-
ber, in Proceedings of the 18th Annual Conference on Re-
search in Undergraduate Mathematics Education, edited by
T. Fukawa-Connelly, N. E. Infante, K. Keene, and M. Zandieh

(MAA, 2015), pp. 838-843, http://sigmaa.maa.org/rume/Site/
Proceedings.html.

[12] T. Dray, Thick derivatives, AMS Blog: On Teach-
ing and Learning Mathematics (2016), http://blogs.ams.org/
matheducation/2016/05/31/thick-derivatives.

[13] P.J. Emigh and C. A. Manogue, in PERC Proceedings (AAPT,
2017), (to appear).

[14] D. O. Tall and S. Vinner, Ed. Stud. Math. 12, 151 (1981).

[15] J. Hiebert and T. Carpenter, in Handbook of research on mathe-
matics teaching and learning, edited by D. Grouws (New York:
Macmillan, 1992), pp. 65-97.

[16] K. Browne, Ph.D. thesis, Department of Physics, Oregon State
University (2002).

[17] M. Zandieh, CBMS Issues in Mathematics Education 8, 103
(2000).

[18] R. R. Bajracharya, P. J. Emigh, and C. A. Manogue, Phys. Rev.
Phys. Educ. Res. (2017), (in progress).

[19] J. M. Schraagen, S. F. Chipman, and V. Shalin, eds., Cognitive
Task Analysis (Psychology Press, 2000).

[20] 1. W. Founds, P. J. Emigh, and C. A. Manogue, in PERC Pro-
ceedings (AAPT, 2017), (to appear).

[21] M. Vignal, C. A. Manogue, D. Roundy, and E. Giref, in PERC
Proceedings (AAPT, 2017), (to appear).

[22] E. Hutchins, Cognition in the Wild (MIT Press, Cambridge,
MA, 1995).

[23] E. Hutchins, J. Pragmatics 37, 1555 (2005).

[24] T. Dray and C. A. Manogue, College Math. J. 34, 283 (2003).

[25] V. A. Krutetskii, The Psychology of Mathematical Abilities in
School Children (University of Chicago Press, Chicago, IL,
1976).


http://journals.aps.org/prstper/abstract/10.1103/PhysRevSTPER.10.010101
http://journals.aps.org/prstper/abstract/10.1103/PhysRevSTPER.10.010101
http://journals.aps.org/prstper/abstract/10.1103/PhysRevSTPER.11.020126
http://journals.aps.org/prstper/abstract/10.1103/PhysRevSTPER.11.020126
http://sigmaa.maa.org/rume/Site/Proceedings.html
http://sigmaa.maa.org/rume/Site/Proceedings.html
http://blogs.ams.org/matheducation/2016/05/31/thick-derivatives
http://blogs.ams.org/matheducation/2016/05/31/thick-derivatives

	A learning progression for partial derivatives
	Abstract
	Introduction: Learning Progressions
	Concept Image
	Task Analysis
	Representations

	Research:
	Conclusions
	Acknowledgments
	References


